Abstract

Background/Objectives: To determine the quality and system characteristics, load testing has paramount importance in addition to the traditional functional testing. This study will be useful for the researchers to detect performance problems under load. Methods/Statistical Analysis: This comprehensive study is focused on analyzing different techniques for designing the load using workload intensity and workload mix in operational profiles as well as use of system models techniques and source code analysis techniques. We compare and contrast various approaches applied in load execution phase and load analysis phase. Findings: To deal with the load related problems and for recording system behavior, realistic load test cases are designed to see functionality. Load execution testing can be done by human beings, load testing tools and also there is a use of special platforms. After completion of load test, performance analyst use tools to perform comparison against a predefined threshold values. Applications/Improvements: Although there are many existing techniques which show correlation between performance metrics and anomalies but in practice, valid performance techniques are often limited. So, there is a need to put attention on these issues as a future work.
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1. Introduction

In modern era, web based applications are gaining popularity in every sphere of life as they enable people to access greater volumes of data very easily. Large scale systems like Google, Amazon are growing rapidly in size and these systems handle complex services. Load testing is the most integral part of testing as it identifies functional and performance problems that are not being detected in unit and integration testing. The performance measurement of web based applications relies on the client, servers and networks. These applications lead to heavy workloads on servers and load testing is needed for finding performance bottlenecks of application under use.

This organization of the paper is as follows:

Section 2 includes a comparative study of performance testing, stress testing and load testing; Section 3 focuses on the techniques that are being used for designing the load test; Section 4 gives a detailed description of load test execution; Section 5 covers the load analysis and Section 6 concludes our load related study and list some open research areas.

2. Comparative Study of Load, Performance and Stress Testing

The Load testing objectives are not clear in the early development stages and are often defined during the
initial observation period in the load test. The term load testing is interchangeably used with performance testing and stress testing. Performance testing is the process of determining effectiveness or speed of a system under test. The framework for performance testing may be autonomic and workloads can be determined by measuring the system performance and analytically calculate the performance metrics.

Stress testing is focused on determining robustness, availability and reliability of system under test by applying extreme conditions. Bugs can be found by applying stress to a system that make the breaking point of system potentially harmful and these breaking points are identified to determine reliability of a system.

2.1 Performance Testing

It focuses on user satisfaction by analyzing the performance characteristics of the application like speed and scalability. It is used to detect mismatches between desired expectations and actual behavior of system. Sometimes this testing is unable to detect functional anomalies that are only detected under load. Tests are being conducted on the field like environment and so there is always a degree of uncertainty when system is deployed in actual environment.

2.2 Load Testing

It is used for determining throughput and response time of system under test. Concurrency issues and functionality errors under load is being detected. Load testing is focused on feeding the system with largest task to detect the hardware limits of resource utilizations without compromising performance.

2.3 Stress Testing

It considers application issues that appear only under extreme conditions when stress is applied on the system. Potential application issues include bandwidth of network, processor and memory cycles and breaking point of the disk capacity due to unpredictable usage patterns mostly found in web applications. Stress testing is very useful to diagnose memory leaks, deadlocks and security vulnerabilities by applying genetic algorithms in real time environments.

3. Design Phase of Load Test

The goal of the design phase includes to deal with load related problems and record system behavior when exposed and tested with load testing parameters. Based on the load testing objectives, there are two general approaches that are being designed for proper load:

- Designing Realistic Load test cases: These test cases are designed to see the functionality which resembles the actual usage environment once the system is operational in the field. For designing realistic loads dimensions like workload intensity and workload mix have been proposed by various authors.

<table>
<thead>
<tr>
<th>Techniques for Designing the Load</th>
<th>Test Objectives</th>
<th>Usage Data/Data Sources</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load extrapolation based on workload intensity and workload mix</td>
<td>To detect functional and non-functional problems under load.</td>
<td>Past Usage Data And Operational Profiles</td>
<td>2,15,44,55</td>
</tr>
<tr>
<td>Loads which are derived using Stochastic Form-oriented models</td>
<td>To simulate realistic user behavior and to detect various load problems</td>
<td>Business Requirements,User Configurations And Operational Profiles</td>
<td>3,43</td>
</tr>
</tbody>
</table>
4. Execution Phase of Load Test

This phase consists of three steps:

Set up of system deployment in which load test has to be executed; Test cases generation and termination of the test cases after completion; Monitoring of test execution and recording of load related parameters.

For execution of test case, three approaches are being used which are discussed below:

- Testing load of a system by human beings: A group of human testers is being involved for load testing of a particular organization and they manually check the system performance under test. But there is a scaling and timing issues between manual coordination between testers. Load tests that are executed once cannot be reproduced or repeated exactly as they occurred.

- Use of load drivers/load testing tools: For automatic generation of thousand and millions of concurrent requests for a longer period of time, load drivers are used. Based on the analysis of load testing tools, we found that commercial tools such as WebLOAD Professional or Neoload support every key feature supported for load testing. On the other hand, APACHE Jmeter which is an open source java application from the Apache Software foundation being designed for distributed load testing and PReWebN tool is used with large datasets.

- Use of Special Platforms: It includes service oriented systems in which load can be tested throughout the software development life cycle even before the system is completely developed.

In the next subsections, we compare and contrast various techniques applied in load execution phase. Section 4.1 includes setup, Section 4.2 discusses about how to generate and terminate the load, Section, 4.3 explains monitoring of test data.

4.1 System Deployment and Load Execution Set Up

It includes configuring the mail server and database server or to make any system under testing operational.
Test executing setup is done by configuring the load testing tools or acquiring group of human testers for load testing. Testers are acquired according to the specific criteria depending on the testing objectives. Two techniques are mainly used to create field like test bases:

1. Use of raw data from the field data.
2. Extracting the field database so that certain sensitive information is removed\(^{26,34}\).

But system deployment for the special platforms is different as compared to group of human testing as discussed below:

- Model driven engineering platforms: These platforms are very useful when there are incomplete system components. Automated code generation is being done using domain specific modeling languages\(^{24}\).
- Use of special platforms to control interleaving threads: When problems like deadlocks and racing condition occurs, special platforms are being used to control such situations.

Some load drivers especially the benchmarks suits like\(^{45,50,54}\) provides a simple GUI for load test practitioners to specify the rate of requests as well as data durations. Number of researchers has proposed to automatically generate load driver configuration code based on usage models\(^{24}\). Store and replay load driver configuration techniques are being used in web based applications\(^{14,24}\) and distributed telecommunication applications\(^{44,48}\).

### 4.2 Generation and Load Termination Techniques

Generation and Load Termination Techniques: Load can be generated statistically or dynamically. When user manually generates load, he conducts a sequence of actions over a fixed period of time\(^{49}\). Besides manual load germination, the other two techniques are widely used. These are:

- Measurement based static load identification: A controller component is being used to generate the specific load based on the configuration of system under test\(^{14}\). Load termination techniques are based on continuous, time-driven and counter driven that is being discussed in existing load drivers\(^{50,54}\). When load test is terminated the performance metrics of interest (example: response time, CPU and memory) are statistically drawn\(^{30,50}\).
- Measurement based dynamic load identification: Authors proposed automated approach that gives a comprehensive view of performance counters and execution logs to diagnose memory related issues in measurement based dynamic load execution\(^{18,46}\).

### 4.3 Monitoring of System Behavior and Recording of Data

Monitoring of system behavior and recording of data: Detailed monitoring of system under test is being done during the course of load test execution\(^{2,17}\).

Collecting Throughput and Performance Metrics: Once the load test has been executed and being terminated, the data is collected for throughput and number of passed either periodically or recorded once at the end of load test. System resource usage metrics concerning CPU, memory and disk parameters are usually collected and recorded at fixed time interval\(^{15,32,37}\).

Recording of Runtime behaviour of the System by Gathering Execution Logs and System Resource Usage in Terms of Performance Counters is done\(^{18,46}\).

### 5. Load Analysis Phase

After the completion of load test, performance analyst use tools to perform simple comparisons of the average of metrics against a pre-defined threshold. Recorded data must be analyzed to decide whether the system under test has fulfilled the desired objectives. Various data analysis techniques are used for this purpose\(^{2,17,46}\). It involves the following domains of actions to consider:

- Summarize system behavior into one number parameter and compare against a potential threshold value. The usual output is based on pass/fail criteria.
Table 2. Analysis Techniques for Validating load Test Objectives

<table>
<thead>
<tr>
<th>Techniques for Validating test objectives</th>
<th>Data</th>
<th>Test objectives</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight-forward comparisons</td>
<td>Performance metrics</td>
<td>To check scalability and performance requirements</td>
<td>16,57</td>
</tr>
<tr>
<td>Comparing against derived data from previous baseline</td>
<td>Number of pass/fail requests, past performance data</td>
<td>To detect validations of performance and reliability requirements</td>
<td>2,47,60</td>
</tr>
<tr>
<td>Detecting throughput problems</td>
<td>Throughput response time metrics</td>
<td>To detect load related functional problems and see violations in scalability requirements</td>
<td>26,36,37</td>
</tr>
<tr>
<td>Detecting anomalous behavior of system by using execution logs</td>
<td>Execution logs</td>
<td>To detect performance and functional problems.</td>
<td>16,47,53,60</td>
</tr>
<tr>
<td>Statistical Analysis</td>
<td>Periodic sampling metrics</td>
<td>Detecting unexpected behaviour in performance requirements</td>
<td>2,5,17,47</td>
</tr>
<tr>
<td>Empirical performance analysis</td>
<td>Performance metrics</td>
<td>To detect functional problems in system under test</td>
<td>5,6,16,26,27,50</td>
</tr>
<tr>
<td>Detecting anomalous behavior of system by using memory leaks</td>
<td>Memory usage metrics</td>
<td>Detecting load related functional and memory problems by seeing memory leaks</td>
<td>30,46</td>
</tr>
<tr>
<td>Detecting anomalous behavior of system by using performance counters</td>
<td>Performance counters</td>
<td>To detect potential performance bottlenecks</td>
<td>6,3460</td>
</tr>
</tbody>
</table>

- Examining the systems behavior to locate patterns of known problems.
- Anomaly detection focused on analysis of resource usage data.
- Statistical analysis is done to calculate the performance metrics and report is prepared.

6. Conclusion and Future Work

To ensure the proper functioning of the dynamically composed web services, load testing is required along with traditional functional testing procedures. In this paper, we provides a comprehensive view of load testing...
phases and addresses some areas of research which are still needed to be explored. So, load testing evaluates the systems with various performance objectives to meet service level agreement. Here, we have some open research areas which are still need to be explored thoroughly:

In load testing, recorded data (example: metrics and logs) is very large due to which system overheads are maximized\(^{20}\). Additional work is needed to find proper system monitoring data that will minimize the system monitoring overhead.

Web sites are increasing their reliability on dynamically composed web services\(^{44}\). So, there is a need to collect more data to achieve statistically meaningful results that is affected by variability in parameters measurement.

There are no techniques developed which focus on improvement of the fault-inducing based load design techniques\(^{23,43}\). Less work is done to combine the strength of various fault inducing techniques so that the overall testing of load can achieve multiple objectives.

Although there are many existing techniques\(^{52}\) which shows correlation between performance metrics and anomalies\(^{16}\) and service level agreements determine occurrence of anomaly but in practice, valid performance techniques are often limited. So, more work is needed to identify metric deviation as there could be phase shift in performance test.

When there is a rise of new requirement then system is updated. Variability in metric values\(^{28}\) will have adverse effect on the confidence parameter in metric values. There is need to pay attention to modify test suite and studies can be done on sliding window to select test cases in the existing dataset.

7. References

44. Menasce DA. Scaling the web load testing of web sites. IEEE Internet Computing, 2002, 1089-7801/02.
56. Dillenseger B. CLIF, a framework based on Fractal for flexible, distributed load testing, in Annual telecommunications; Springer-Verlag, France, 2008.