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Abstract

Objectives: In this paper, a novel algorithm based on Transform Domain Least Mean Square (TDLMS) is proposed for Blind Source Separation (BSS). The proposed algorithm is compared with several other BSS algorithms in detail and the results are discussed extensively. Methods/Statistical Analysis: To solve the problem of BSS employing the present approach, the ordinary gradient used in conventional LMS algorithm is replaced by natural gradient on the Stiefel manifold. The natural gradient is computed from a cost function based on Bussgang criterion. The proposed algorithm is compared with previously reported LMS type and Recursive Least Square (RLS) type algorithms for four different performance criteria – cross-talk error convergence, harmonic distortion in recovered signals, average deviation from orthogonality of demixing matrix and time complexity. Findings: Using simulations it is found that the proposed algorithm has best cross-talk error-convergence and least harmonic distortion as compared to other algorithms. However, the average deviation from orthogonality for demixing matrix and average simulation time for the proposed algorithm are comparable to LMS-type algorithms and estimates 35% as compared to RLS-type algorithms. Application/Improvements: The use of natural gradient and the pre-whitening process improves the performance of the algorithm. This algorithm is applied to separate signals from its mixture.
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1. Introduction

Blind Source Separation (BSS) consists of separating a set of unobserved source signals from a set of linear mixture of them when the mixing matrix coefficients are not known. A number of algorithms have been developed to solve the BSS problem. One of the classifications of the BSS algorithms is based on their choice of the cost function and minimization/maximization of this cost function. Two cost functions that have been widely used are based on Bussgang criterion and nonlinear PCA criterion. Based on these cost functions, Least Mean Square (LMS) type and Recursive Least Square (RLS) type algorithms have been developed. The superiority of RLS type algorithms over LMS types is well studied in literature. The better performance of RLS is due to an inherent whitening process of input samples in RLS type algorithm itself. In this paper, a transform domain LMS method is proposed that overcomes the limitations of LMS algorithm and gives better performance than RLS algorithms as well. The proposed algorithm incorporates Discrete Fourier Transform (DFT), for prewhitening of source mixtures and is formulated in the Riemannian space using natural gradient update on the Stiefel manifold which is reported to be superior to ordinary gradient method of BSS applications. The proposed LMS-type algorithm has been compared with LMS-type and RLS-type algorithms reported in literature.

Section 2 introduces the problem formulation in BSS using Bussgang criterion and natural gradient over Stiefel manifold. The proposed algorithm is derived in Section 3. Simulations are presented in Section 4. The results of simulation are discussed in Section 5 and conclusions are made in Section 6.

*Author for correspondence
2. Theory

2.1 Problem Formulation

Let \( x_t = [x_1(t), x_2(t), \ldots, x_n(t)]^T \) be the set of mixtures obtained from a set of source signals \( s_t = [s_1(t), s_2(t), \ldots, s_n(t)]^T \), through an unknown mixing system \( H \), i.e.

\[
x_t = Hs_t
\]

(1)

where \( H \) is \( n \times n \) invertible matrix on \( \mathbb{R}^n \). Let \( W \) be \( n \times n \) separating matrix that is an estimate of the inverse of \( H \), so that

\[
y_t = Wx_t
\]

(2)

becomes an estimate of source vector \( s_t \). Then the learning problem for (2), with orthonormality constraint on the weight matrix, i.e. \( WW^T = I \) (\( I \) is \( n \times n \) identity matrix) becomes:

\[
\|J(W)_{\text{opt}}\| = \min_{W \in \mathbb{R}^{n \times n}} J(W)
\]

(3)

where \( J(W) \) is a cost function.

2.2 Bussgang Criterion

In the Bussgang algorithm, the output signal, \( y_t \), from the tap delay filter is passed through a non-linearity \( g(y) \) as shown in Figure 1.

A Bussgang process has to satisfy:

\[
E\{g(n)g(n-k)\} = E\{g(y(n))y(n-k)\}
\]

(4)

where \( g(\cdot) \) is a zero-memory nonlinearity and \( E[\cdot] \) is the statistical expectation operator. The Bussgang property can be applied to the instantaneous mixing scenario by replacing the time series vector \( y_t \) by a vector of different outputs \( y_i(n), i = 1, 2, \ldots, N \) obtained from \( N \) different sources. The Bussgang condition in such a case is applied spatially rather than time-wise as:

\[
E\{g(y_i^2)y_i^2\} = E\{y_i^2y_i^2\}
\]

(5)

2.3 Natural Gradient in the Stiefel Manifold

As mentioned in section 1, natural gradient works more efficiently than ordinary gradient when the underlying space of parameters is not Euclidean. Bussgang cost function (the same is true for nonlinear PCA criterion as well) involves computation of the estimate of the source signal \( \hat{s}_k \), obtained as the output of a zero-memory nonlinearity \( g(\cdot) \). The input to the nonlinear system is the adaptive filter output \( y \) which combines mixed signals linearly through tap weights \( W \). The net result is a cost function that is a nonquadratic function of tap weights. This leads to use of natural gradient in our approach. The natural gradient in Stiefel manifold is given as:

\[
\tilde{\nabla}J(W) = \nabla J(W)W^TW - W \{\nabla J(W)\}^TW
\]

(6)

where \( \nabla J(W) \) is an ordinary gradient.

3. Proposed Algorithm

3.1 Cost function, Gradient and TDLMS Algorithm

The memoryless nonlinear condition of (5) can be rewritten as the cost function for the LMS type algorithm:

\[
J(W_{i,t}) = E\{\|y_{i,t} - y_{i,t}^T\|^2\}
\]

(7)

The cost function associated with nonlinear PCA is:

\[
J_1(W_{i,t}) = E\{\|v_t - W_t^Tg(W_t v_t)\|^2\}
\]

(8)

where \( v_t \) is the whitened input vector.

Comparison of (7) with (8) shows that (7) is simpler. Though there are other contrast functions like maximum likelihood, negentropy etc., they are closely connected to the previous two cost functions under certain conditions. However (7) involves an expectation operator \( E[\cdot] \), which requires an infinite number of samples, which is not available in practical applications. It is then simplified as weighted norm

\[
J(W_{i,t}) = \sum_{k=1}^{\infty} \|y_{i,t}^k - y_{i,t}^k\|^2
\]

(9)
where \(|\cdot|\) is the norm value and \(0 < \beta < 1\) is forgetting factor. The cost function obtained in (9) can be compared to the RLS-type algorithm\(^{2}\) which uses a non-linear PCA criterion. In the proposed algorithm, we have considered minimization of difference in the output explicitly, while this RLS type algorithm\(^{2}\) considers minimization of the difference between the input and inverse transformation of the desired output, i.e. a non-linear function of the actual output. The gradient of \(J(W_t)\) with respect to \(W_t\) is

\[
\nabla J(W_t) = \frac{\partial J(W_t)}{\partial W_t} = \sum_{k=1}^{t} \beta^{-k} \left[ \left( [g(y_k)^T] x_k^T - y_k x_k^T \right) W_t - \left( [g(y_k)^T] x_k^T \right) W_t - y_k x_k^T W_t + w_{k,n_k} x_k^T W_t \right] W_t
\]

Expanding it

\[
\nabla J(W_t) = \sum_{k=1}^{t} \beta^{-k} \left[ \left( [g(y_k)^T] x_k^T - y_k x_k^T \right) W_t - y_k x_k^T W_t + w_{k,n_k} x_k^T W_t \right] W_t
\]

If \(\beta = 0\) in (11) then the corresponding stochastic gradient learning algorithms is

\[
W_t = W_{t-1} + \eta \left( [g(y_t)^T] x_t^T - y_t [g(y_t)^T] x_t^T \right) W_{t-1}
\]

where \(\eta\) is a positive learning rate or step size of the algorithm.

The \(n\)-dimensional vector \(x_t\) which corresponds to the mixed source signals is pre-whitened to reduce correlation among the observations. The whitened input vector \(v_t\) is thus expressed as

\[
v_t = Vx_t
\]

where \(V\) is the pre-whitening matrix.

Next the separating matrix \(W\) is applied to \(v_t\) to yield

\[
y_t = Wv_t = WVx_t = WVH s_t
\]

Here \(y_t\), the output of BSS, is a permuted and scaled version of the source vector \(s_t\),

\[
WVH = \Phi D
\]

where \(\Phi\) is a \(n \times n\) permutation matrix and \(D\) is \(n \times n\) diagonal scaling matrix.

The optimum solution for \(W\) satisfies the relation

\[
W_{opt} W_{opt}^T = \mathbf{I}
\]

Hence the algorithms are developed in such a way that they adapt \(W_t\) to maintain the orthonormality of the rows of \(W_t\). The proposed algorithm is compared with RLS-type algorithms which is detailed in next section for continuity.

### 3.2 RLS type Algorithm

An RLS type algorithm is formulated by considering \(0 < \beta < 1\) in (11). Then from \(\nabla J(W_t^*) = 0\) the optimal value of the filter weights are given as

\[
W_{opt} = \left[ \sum_{k=1}^{t} \beta^{-k} g(y_k)^T x_k^T \right] \left[ \sum_{k=1}^{t} \beta^{-k} g(y_k)^T x_k^T \right]^{-1}
\]

where,

\[
R_t = \sum_{k=1}^{t} \beta^{-k} g(y_k)^T x_k^T
\]

and

\[
H_t = \sum_{k=1}^{t} \beta^{-k} g(y_k)^T x_k^T
\]

The orthonormality constraint on the weight matrix \(W\) has been used to arrive at the expression for \(W_{opt}\), as given in (16). Now \(R_t\) and \(H_t\) can be calculated iteratively as

\[
R_t = \beta R_{t-1} + y_t g(y_t)^T
\]

\[
H_t = \beta H_{t-1} + g(y_t)^T x_t^T
\]

Using matrix inverse lemma and taking \(P_t = R_t^{-1}\), the RLS algorithm for BSS with Bussgang cost function is given as

\[
y_t = W_{t-1} x_t
\]

\[
w_t = w_{t-1} + [P_{t-1} g(y_t)^T x_t - Q_{t-1} g(y_t)^T] w_{t-1}
\]

where

\[
P_t = \frac{1}{\beta} \left[ P_{t-1} - \frac{P_{t-1} y_t g(y_t)^T P_{t-1}}{\beta + [g(y_t)^T] P_{t-1} y_t} \right]
\]

and
4. Simulations

In order to study the performance of transform domain LMS type algorithm for BSS and to do its comparison with other related algorithms, simulations have been performed for signal-level comparison and content-level comparison. All the algorithms were compared for their computational-complexity. Then two performance indices are defined (Cross-talk error and deviation from orthogonality) and algorithms are compared for these indices.

4.1 Signal Level Comparison

The ability to separate signals from a mixture of them is tested with two different source signals.

\[ s_t = [\sin(2\pi 300t), \cos(2\pi 60t)], \quad \text{sign}([\sin(2\pi 155t)]) ]^T \]

The source signals are among those signals which were taken by previous authors\(^9,11\) for experimentation. These signals are sampled at 8 kHz and then mixed by an orthogonal matrix which is randomly generated in each ensemble run. Use of orthogonal mixing matrix is justified from the fact that we have taken the weight matrix \( W_0 \) as orthogonal (for simplicity) and the transformation used is also orthogonal. The step size is chosen as \( \eta = 60 \times 10^{-4} \) and initial weight values of separating filter are \( W_0 = I \). The nonlinear function \( g(\cdot) = \tanh(\cdot) \) is used in the algorithm.

4.2 Content Level Comparison

The performance of transform domain LMS type algorithm, related to recovery of source signals from the mixture, is studied in comparison to other algorithms. The proposed scheme (LMS-type algorithm with pre-whitened input) has been compared with the following algorithms

(i) RLS algorithm by \(^9\),
(ii)the algorithm by \(^12\),
(iii) the EASI algorithm\(^13\) and
(iv) RLS algorithm by \(^14\).

All algorithms have initial weight values set as \( W_0 = I \). Step size \( \eta = 60 \times 10^{-4} \) is taken for Douglas algorithm\(^12\) and \( \eta = 200 \times 10^{-4} \) is kept for EASI\(^12\) and DFT-LMS type BSS algorithm. The forgetting factor \( \beta = 0.983 \) is same for all RLS-type algorithms. The nonlinear function \( g(\cdot) = \tanh(\cdot) \) is used in all the schemes. Two source signals, sine wave of 800 Hz \((s_1)\) and 90 Hz \((s_2)\), are sampled at a sampling frequency of 8 kHz. They are mixed by an orthogonal transform and each of the algorithms is used to separate these mixed signals. The spectrums of the recovered signal are observed to make a content level comparison among the algorithms.

4.3 Computational Level Comparison

The computational complexity of different algorithms is calculated. Assuming that all data are real, the proposed transform domain algorithm requires approximately \( 6n^2 \) number of multiplication and \( n(3n - 2) \) number of signed addition. Since for higher values of \( n \), the number of multiplication is much greater than the number of addition and also average time for multiplication is significantly larger than the average time for addition, a comparison based on only number of multiplication is undertaken. The RLS algorithm\(^9\) requires \((9n^2 + 2n)\) and EASI algorithm\(^13\) requires \((5n^2 + n)\) number of multiplications for one iteration. Thus the computational complexity of transform domain LMS type algorithm is slightly higher than algorithms of Douglas\(^12\) and EASI algorithm\(^13\) but it is much lower than the complexity of the RLS algorithm\(^9\).

4.4 Performance Indices

As mentioned in Section 2.2, the input to the demixing algorithm is \( Vx_t \) and consequently the total separating matrix is \( W_t V \) where \( W_t \) is the weight matrix and \( V \) is the pre-whitening matrix. This leads to the demixed signal \( y_t \) being expressed as, \( y_t = W_t Vx_t = W_t VHs_t = G_t s_t \) where \( G_t = W_t VH \). Now, the following tests are carried out for the matrices \( G \) and \( W \):

(i) Whether \( G \) is a diagonal matrix, and
(ii) Whether \( W \) is an orthogonal matrix.

The first test determines whether the original signals are exactly recovered and the second test is carried out to validate our assumption about orthogonality of the weight matrix. The extent to which the conditions stated in (i) and (ii) are satisfied is determined by finding out the following parameters:
4.4.1 Cross Talk Error (PI)

The performance index, considered as cross talk error, is defined as:

\[
E = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \frac{|g_{ij}|}{\max_k |g_{ik}|} - 1 \right) + \sum_{j=1}^{n} \left( \sum_{i=1}^{n} \frac{|g_{ij}|}{\max_k |g_{kj}|} - 1 \right)
\]

where \(G = WH = \{g_{ij}\}\) is a mixture of mixing-transformation-separating matrix. For better performance, it is expected that PI should be as small as possible.

4.4.2 Average Deviation from Orthogonality

The average deviation of the separating matrix away from orthogonality is expressed as \(D = \|WW^T - I_D\|_F\), where \(I_D = \text{diag}(WW^T)\) is diagonal matrix composed by the diagonal elements of \(WW^T\), and \(\| \cdot \|_F\) denotes the Frobenius norm which is calculated as:

\[
D = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} \left| d_{ij} \right|^2}
\]

A salient feature of this norm is that it is invariant under rotations.

5. Results and Discussions

The original and recovered signals, obtained with the proposed scheme are shown in Figure 2. The observations from this figure tell that the recovered signals are almost identical to the original signal with the exception that they are scaled versions of original signals. The case of permutation also exists. Research to minimize the permutation and scaling problem is also an active area of research and currently do not cover the scope of this paper.

To show the relative separation performance of proposed algorithm with other algorithms the spectrums of recovered signals were compared. The spectrums are shown in Figure 3. Figure 3a and 3b are the spectrums of the original signals \(S_1\) and \(S_2\), respectively. Next in Figure 3 (c-l), the left column and right column show the spectrums of recovered \(S_1\) signal and \(S_2\) signal respectively, obtained using the above mentioned algorithms.

It can be observed that recovered \(S_1\) has some components of \(S_2\) and vice versa. This distortion in recovery of
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Table 1. Total harmonic distortion (%) in the recovered $s_1$ and $s_2$

<table>
<thead>
<tr>
<th>Recovered Signals</th>
<th>LMS-type algorithms</th>
<th>RLS-type algorithms</th>
<th>TDLMS type algorithm (using DFT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EASI</td>
<td>Douglas</td>
<td>Pajunen</td>
<td>Zhu</td>
</tr>
<tr>
<td>$s_1$</td>
<td>35.9</td>
<td>51.1</td>
<td>30.7</td>
</tr>
<tr>
<td>$s_2$</td>
<td>51.4</td>
<td>68.0</td>
<td>34.3</td>
</tr>
</tbody>
</table>

Figure 3. Spectral comparison of recovered signal by different algorithms (a) Original $s_1$ (b) Original $s_2$ (c) Recovered $s_1$ LMS-type algorithm by Douglas (d) Recovered $s_2$ (e) Recovered $s_1$ LMS-type EASI algorithm (f) Recovered $s_2$ (g) Recovered $s_1$ RLS-type algorithm by Pajunen (h) Recovered $s_2$ (i) Recovered $s_1$ RLS type algorithm by X. L. Zhu et. al. (j) Recovered $s_2$ (k) Recovered $s_1$ Proposed TDLMS algorithm (l) Recovered $s_2$

original signal is minimum with DFT-LMS type algorithm while it is maximum with Douglas algorithm. Since the Douglas algorithm and EASI algorithm are unable to remove the correlation among the mixed signals, their performance in recovery of the source signals is poor compared to the RLS type algorithms which can do some decorrelation. The best recovery shown by the DFT-LMS type algorithm is due to more de-correlation of the mixed signals. The harmonic distortion in the recovered signals with different algorithms is calculated and presented in Table 1. From the table, it is clear that harmonic distortion is minimum with DFT-LMS type algorithm which is clearly demonstrated by the spectrums of recovered signal. Hence Figure 3 and Table 1 show the superiority of transform domain LMS type algorithm over other algorithms.

For the defined performance indices the results are shown in Figure 4 (for the average PI of 100 ensemble runs) and Figure 5 (for average deviation from orthogonality of weight matrix).

From these figures, it can be observed that:

(i) In general, RLS type BSS algorithms converge faster than LMS type BSS algorithms.

(ii) However the best convergence is observed in transform domain LMS type BSS algorithm. DFT-LMS type BSS algorithm starts with lower values of PI and have same steady state value as other algorithms.

(iii) The average deviation of weights, $W$, from orthogonality for RLS type algorithm by starts with higher values but it soon converges to near diagonal matrix while the weight matrix $W$ for the proposed DFT-LMS type algorithm is having small average deviation from diagonal matrix similar to the rest of the algorithms.

Summing up, from the above observations, the performance index for the proposed scheme has better
convergence performance than the other algorithms while the deviation from orthogonality is similar to the others.

Time taken by different algorithms, during simulation, was also measured and presented in Table 2. The duration of the signals was 0.325 seconds, i.e., 2560 samples at 8KHz sampling frequency were taken for each source signal. From Table 2, it is observed that the LMS-type algorithms (Douglas, EASI, and our proposed LMS-DFT algorithm) take less time for computation than the RLS-type algorithm. This is expected because more computation is involved in RLS-type algorithm, primarily due to calculations of the terms $P_t$ and $Q_t$. Among the LMS-type ones, DFT-LMS algorithm takes a bit higher computation time than the others which may be attributed to the computation of complex Fourier coefficients.

### 6. Conclusions

Derivation of an LMS-type and a RLS-type algorithm, using Bussgang criterion and natural gradient on Stiefel manifold, has been presented in this paper. Simulation results for these algorithms have been compared with that for a few related algorithms. It is observed that the LMS-type algorithm which takes pre-whitened input, obtained using an orthogonal transform (DFT), performs the best when evaluated in terms of the standard parameters: performance index (which measures the cross-talk in mixing-separating matrix) and average deviation from orthogonality of the weight matrix. The DFT-LMS type algorithm also recovers the original signals with minimum harmonic distortion compared to the others and its computational complexity is lower than its nearest contender, the RLS algorithm, but slightly higher than the LMS-type algorithms. Actual time taken during simulation was measured for different algorithms and it is observed that the DFT-LMS type algorithm takes more time than the other LMS-type algorithms but takes less time than RLS-type algorithm, as expected from calculation of computational complexity.
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