1. Introduction

In medical domain, there is a huge volume of heterogeneous data, the patient information, drug details, electronic medical record like ECG, MRI Scan report, etc. are available that could be analyzed to discover patterns for improved diagnosis. The discovered patterns provide valuable knowledge for medical discoveries, for example identification of combinations of features that would lead to diagnosis of the disease. The correctness of the diagnostic predictive models, formed out of discovered patterns, depend on the quality of the data that is used for analysis. Many data mining techniques such as classification and clustering are proved to degrade prediction accuracy when trained on data sets containing redundant or irrelevant features. Researchers realized that in order to use data mining tools on these medical databases effectively, data preprocessing is essential. The application of efficient and sound data preprocessing procedures could reduce the amount of data to be analyzed without losing any critical information, improve the quality of the data, enhance the performance of the actual data mining algorithms.
and reduce the execution time of mining algorithms. Irrelevant and redundant data are removed from the dataset by applying data preprocessing techniques. This maps the high dimensional data to low dimensional data thereby reducing the storage space and search space which helps in easy analysis and visualization of the data. Removal of redundant and irrelevant data improves the performance of machine learning algorithms.

There are two preprocessing techniques: Feature Selection and Feature Extraction. Feature Extraction reduces the number of features by combining the features of the original dataset and forming a new feature subset. Feature Selection reduces the number of features by selecting relevant features that are required for the specified task. Feature Selection technique is suitable for the medical domain as it maintains the original semantics of the features which help in easy interpretability by the domain expert. Though a number of feature selection methods that enhance the performance of the mining algorithm are available, still the research goes on in reducing the number of features and to identify more informative features of the datasets. The feature subset that enhances the performance of classifier is the optimal feature subset of the dataset.

In this research work, a feature selection approach, Pareto Optimization method combined with Artificial Bee Colony Algorithm is used for selecting the feasible features from the three medical datasets viz. Wisconsin Breast Cancer Dataset (WBCD), PIMA Indian Diabetics Dataset (PIMA) and Statlog Heart Disease Dataset (Heart). The selected optimal feature subsets of these datasets are validated by analyzing the classification performance of the KNN Classifier. The metrics of the classifier Accuracy, Precision and Recall are evaluated. The characteristics of the features in the selected feature subset are further analyzed by calculating the entropy of the features and feature subset.

Some of the related papers reviewed for this research work are: A two method feature selection technique using Pareto Optimization along with Particle Swarm Optimization Algorithm. In first algorithm the Non-Dominated Feature Subset is selected by comparison with the Pareto front value. In second algorithm the Non-Dominated Feature Subset is again sorted with comparison with the crowding distance and mutation of the features. Finally, a minified feature subset is generated and that feature subset increases the performance of the KNN classifier with an increase in the classification accuracy.

The feature selection approach proposed in is a filter based feature selection that has combined the fuzzy mutual information and mutual information along with Artificial Bee Colony algorithm. In that algorithm fuzzy mutual information approach is used to find the mutual information in the datasets and the features are selected using the ABC algorithm. The selected features are used for the classification and the accuracy of the classification is increased when compared to all features in the dataset.

The feature selection approach proposed in has combined Pareto optimization along with Genetic Algorithm. The algorithm overcomes the problems like computational complexity, need for parameter sharing. Those problem sorted by the feature subset selected using Pareto optimization. The feature subset selected using GE algorithm is compared with the Pareto front value and the Non-Dominated Feature Subset selected.

The feature selection method in has proposed a method for restore of the distribution of system using multi objective with the artificial immune systems combined with the ant colony optimization algorithms. This maintains the population and helps in the restoring using the hyper mutation of the existing antibodies. This obtains the quick solution for the restoring of the distributed system in one or more networks.

2. Proposed Work

Multi Objective Optimization is a mathematical method of optimizing more than one objective function one after the other. The feature selection problem has two objectives that need to be solved, one is minimizing the number of features and the next one is to maximize the classification accuracy. A multi-objective Non-Dominated Sorted Artificial Bee Colony (NSABC) algorithm is proposed for selecting the discriminative features of three medical datasets. The WBCD, PIMA, Heart disease datasets from UCI Repository are considered for experiments. The NSBAC algorithm is implemented in Java language using NetBeans IDE. The proposed work has two main phases, 1. Optimal feature subset selection and 2. Validation of the selected feature subsets by Classification and Entropy calculation. Figure 1 shows the frame work of the Non-Dominated Sorted Artificial Bee Colony (NSABC) algorithm.
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Figure 1. Framework for non-dominated feature sorted
Artificial Bee Colony algorithm.

Artificial Bee Colony algorithm defined by Eq. (1) is based on
the intelligent behavior of the honey bees in finding
the best food source. This algorithm is used for selecting
the discriminative features of the datasets. The weight
or fitness value or weight of the features is calculated using
the fitness function:

\[
    \text{Fitness function: } f_i = \begin{cases} 
    \frac{1}{f_i} & \text{if } f_i \geq 0 \\
    1 + \text{abs}(f_i) & \text{if } f_i < 0
    \end{cases}
\]

Here, \( f_i \) is the feature in the original dataset. The
features with the maximum weight when compared to the
average weight of all features are considered to draw the
Pareto Curve. The Pareto front value, the centroid of the
Pareto Curve, is calculated using the formula:

\[
    \text{Pareto Front Value} = \frac{f_1 + f_2 + \ldots + f_k}{k}
\]

The Non-Dominated Feature Subsets selected are
the feasible feature subsets with minimal number of
optimized features of the medical datasets. Figure 2 gives
the pseudocode of the NSABC Algorithm.

In phase 2, the Non-Dominated Feature Subset
Selected using NSABC is validated by analyzing the
performance of K Nearest Neighbor classifier before and
after feature selection is compared\[2\]. The KNN classifies
the features using the distance. The distance between the
features is calculated as:

\[
    D(a, b) = \sqrt{\sum_{i=1}^{n} (a_i - b_i)^2}
\]

begin
Divide dataset into training and test set;
Initialize solution set \( X = X_1; X_2; \ldots; X_n \) by Eq. (I);
Evaluate two objectives of solutions;
Apply non-dominated sorting to solutions;
for cycle 1 to MCN do
    foreach employed bee i do
        Randomly choose a solution \( X_k \) in the neighborhood of \( X_i \);
        Add evolved solutions to \( X \);
    end
    Apply non-dominated sorting on \( X \);
    Select best SN solutions based on rank and crowding
distance to renew population;
    foreach onlooker bee i do
        Select a food source \( X_i \) depending on probability \( p_i \);
        Randomly choose a solution \( X_k \) in the neighborhood of \( X_i \);
        Add evolved solutions to \( X \);
    end
    Apply non-dominated sorting on \( X \);
    Select best SN solutions based on rank and crowding
distance to
    renew population;
    if there exits an abandoned solution then
        Scout bee determines a new solution;
    end
    Calculate the classification accuracy of the feature subsets (solutions) in
the Front 1 on the test set;
Return the solutions and their classification accuracy rates;
end

Figure 2. Pseudocode of NSABC algorithm.

Where \( D \) is the distance between the features \( a \) and \( b \). The performance is evaluated by calculating
the classification metrics like Precision, Recall and
Accuracy\[3\].

Precision is the number of correctly predicted positive
instances divided by the sum of all correctly predicted
instances. Precision is given by the formula:

\[
    \text{Precision} = \frac{TP}{FP + TP}
\]

Recall is the number of correctly predicted positive
instances divided by sum of number of correctly predicted
positive instance and incorrectly predicted negative
instance. Recall is given by the formula:

\[
    \text{Recall} = \frac{TP}{FN + TP}
\]

Accuracy is the number of correctly predicted positive
and negative instances divided by the total number of instances present in dataset. Accuracy is given by the formula:

\[
\text{Accuracy} = \frac{Tp + Tn}{Fp + Fn + Tp + Tn}
\]

3. Empirical Results and Discussions

The empirical results of the Non-Dominated Sorted ABC algorithm are shown in Table 1. The results show that there is a significant reduction in the number of features selected. Out of 10 features in WBCD only 3 features Uniformity cell shape, Single Epithelial Cell Size, Bland Chromatin are selected as discriminative features. Out of 8 features in PIMA only 2 features Plasma glucose and Diastolic blood pressure are selected as discriminative features. Out of 13 features Age and Serum Cholesterol are selected as discriminative features.

<table>
<thead>
<tr>
<th>Datasets</th>
<th># Features</th>
<th>Non-Dominated Feature Subset Selected</th>
<th>% of Feature Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin Breast Cancer Dataset</td>
<td>10</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>PIMA Indian Diabetics Dataset</td>
<td>8</td>
<td>2</td>
<td>75</td>
</tr>
<tr>
<td>Statlog Heart Disease Dataset</td>
<td>13</td>
<td>2</td>
<td>84.62</td>
</tr>
</tbody>
</table>

To validate the Non-Dominated Feature Subset Selected the performance of the KNN Classifier is evaluated. Precision, Recall, Accuracy are calculated. In medical domain these metrics are very important as they tell how well the classifier behaves for the given feature subset.

The results clearly indicate a very high improvement in all three metrics as shown in Table 2. The accuracy has improved by 24% for WBCD, 30% for PIMA and 23% for Heart disease datasets. The results prove that the classification of positive and negative cases is possible with these numbers of features and the NSABC algorithm has chosen highly discriminate features of the dataset. Figures 3, 4 and 5 show the diagrammatic representation of comparison of the classification metrics of KNN Classifier before and after feature selection.

![Figure 3. Comparison for WBCD dataset.](image1)

![Figure 4. Comparison for PIMA dataset.](image2)

![Figure 5. Comparison for heart disease dataset.](image3)

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Whole Feature Set</th>
<th>Non-Dominated Feature Subset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer Dataset</td>
<td>66.481</td>
<td>47.889</td>
</tr>
<tr>
<td>PIMA Indian Diabetics Dataset</td>
<td>62.069</td>
<td>69.945</td>
</tr>
<tr>
<td>Statlog Heart Disease Dataset</td>
<td>60</td>
<td>61.481</td>
</tr>
</tbody>
</table>

Table 1. Empirical results of NSABC feature selection

Table 2. Classification metrics for whole and Non-Dominated Feature Subset
4. Entropy Calculation

Entropy is used to calculate the homogeneity of the features in the Non-Dominated Feature Subset selected. If the value of entropy is zero, it shows that the features are fully homogeneous, and if the value of entropy is one, it shows that the features are fully heterogeneous.

\[
\text{Entropy} = - \sum_{i=1}^{k} p(\text{Value } i) \log_2 (p(\text{Value } i))
\]

Entropy shows the independent and individuality of the features in the feature subset. The Entropy values for all three Non-Dominated Sorted ABC feature subsets datasets are shown in Table 3.

Table 3. Entropy values of the dataset

<table>
<thead>
<tr>
<th>Non-Dominated Sorted ABC feature subsets</th>
<th>Entropy Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin Breast Cancer with 3 features</td>
<td>0.307</td>
</tr>
<tr>
<td>PIMA Indian Diabetics Dataset with 2 features</td>
<td>0.383</td>
</tr>
<tr>
<td>Statlog Heart Disease Dataset with 2 features</td>
<td>0.194</td>
</tr>
</tbody>
</table>

5. Conclusion

In this research work, Pareto Optimization is implemented combined with Artificial Bee Colony Algorithm to select a Non-Dominated Feature Subset. To validate the Non-Dominated Feature Subset selected, the performance of the KNN Classifier is evaluated by calculating the classification metrics like Precision, Recall, and Accuracy. The increase in classification accuracy for Non-Dominated Feature Subset proves that the feasible feature subset is selected. It is further validated by calculating the entropy of the feature subset, which determines the individuality and independent nature of the features in the feature subset.

In future, along with classification, clustering can also be done for the selected Non-Dominated Feature Subset. Some statistics methods can also be used to validate the selected feature subset.

6. References