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Abstract

Objectives: Intrusion detection is the need of technical world where data is generating and changing at a very rapid rate. In last decade feature selection is the science that has given a new perspective to research in the area of Intrusion Detection System. Objective of this paper is to perform an analysis and comparison of various feature selection techniques with a new technique of hybrid Particle Swarm Optimization (PSO). Statistical Analysis: In this paper well known filter and wrapper feature selection techniques have been explored along with a hybrid PSO technique on the standard KDDCup99 dataset. A comparative analysis is performed over four filter techniques and two wrapper based techniques. Four different classifiers are compared to select the one providing good accuracy on the dataset. Findings: The hybrid PSO feature selection technique gives significant improvement in prediction capability as compared to traditional feature selection approaches. Analysis shows that SVM classifier provides better classification results. SVM is used as classifier because of its high accuracy. The analysis over 4 filter and two wrapper techniques shows that Hybrid PSO provides better results with 98.6% accuracy and 24 feature subset. Application/Improvements: Analysis provides importance of hybrid PSO, which may be applied to not only intrusion detection but also various other areas where feature reduction is required.
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1. Introduction

With the increase in usage of internet users are facing challenges of known and unknown vulnerabilities. Traditional systems of firewall, antivirus etc. are not capable enough to prevent intruders and attackers due to high complexities of software applications. Hence, a technique is required which can prevent the system from various intrusions and unauthorized access. Intrusion can be performed by various ways such as stealing someone’s password, unauthorized access of a system or network and acting like a legitimate user trying to access non permitted data. Intrusion Detection System (IDS) is one of the techniques which can detect attacks on a system and helps in handling the security problems. Intrusion Detection System (IDS) plays an important role to keep our network secure by detecting the malicious data coming to the network and generating alarm and taking specified action.

IDS can operate in different modes. The modes of operation are to have a basis for analysis of network packets. These metrics can be used to deduce whether a particular network or a system has been compromised or not. In most of the cases, the information collected indicates whether further action needs to be taken or not.

IDS can operate in two different modes: Anomaly detection based and Misuse detection based systems. Anomaly detection method detects abnormal behavior in
any network by checking a pool of normal behavior operations and it can detect new attacks in the system without any prior knowledge. It checks data with the already existing pool of normal data collected and if it senses any abnormality then it declares a new type of attack in system. It deals with variation of user behavior, also known as behavior based detection. The major advantage of anomaly detection is it has ability to detect novel or unknown attacks based on audit data.

Misuse Detection or Signature based is another technique where attacks are classified based on the attack signatures. This system works by comparing the activities with the already generated set of signatures. In this method, IDS inspects to detect abnormal behavior by analyzing the given traffic based on several rules and by comparing these rules the system can detect type of attacks. The advantage of misuse detection is accuracy in results, lesser false alarm rate. The disadvantage of misuse detection is that it cannot detect unknown attacks.

The attacks on the network can be broadly studied under four headings; Denial of Service (DoS), Probing attack, Remote to Local (R2L) and User to Local attacks (U2R). In Denial of Service the attacker disrupts the network services to a user by flooding the host server with unnecessary requests. The purpose of this is to make the host server too busy such that user is not able to access the network. The attackers of Denial of Service mainly target web related to banks or credit card payments. For example is SYN Flood, attacker sends a flood of TCP/SYN packets, mostly with a fake sender address. Another example of Denial of Service is Tear drop which works by sending IP fragments combined with a bug to the destination machine which can the operating system.

Probing attack is carried out by a program or a device which is inserted at main juncture in a network for capturing information about various network activities. One of the common methods of Probe attacking is Port Scanning. In Port Scanning the intruder listen for the open port TCP/UDP and forwards the packet with different destination port to get the information related victim's machine.

Remote to Local Attack (R2L) is applied by an attacker when there is no access to a remote machine. In this attacker sends a malicious program through packets to a victim's machine over the network. This helps the attacker to identify the vulnerable points and enter into victim machine to gain access of important information like password etc. In User to Root Attack (U2R) the attacker captures the normal account on some system and then it exploits the system vulnerabilities to gain root access. For example: Buffer overflow attack is an abnormality where the attacker targets the buffer of the machine and while writing the data into it crosses the buffer boundary and writes into the neighboring memory locations.

Intrusion detection nowadays deals with large amount of big data. Dealing with big data requires excess overhead and is difficult to work with, because of its size, variation and veracity. In intrusion detection two phase processing is performed: In first step feature reduction is performed where from a large number of features set, a small number of features are selected which can help in speed up intrusion detection without compromising efficiency, provides low rate of false alarm of the system and then selected features with paired condition perform the classification of data as intrusion or normal. This paper focuses on the feature selection techniques. Several data mining and genetic based techniques have been used for performing feature selection.

Feature selection is a technique used to address Big Data challenges, it helps in reducing classification processing time. Feature selection should be applied carefully by considering the factors like relevancy and efficiency of the reduced set. If the selected features are not relevant to the problem then instead of helping in intrusion detection they will increase the false alarm rate in the system causing Intrusion Detection System a failure. Also from time to time types of attacks are changing rapidly which may cause some of features to be relevant and some irrelevant so points needs to be considered during feature extraction.

Various techniques are being used for feature reduction one of them is evolutionary techniques, genetic algorithm base some of them are discussed here:

Author used an evolutionary technique of Particle Swarm Optimization (PSO) with rough set concept for feature reduction. Where used a Simplified Swarm Optimization (SSO) technique which is advancement over PSO for intrusion detection. The authors have applied proposed technique over different data sets. A modified PSO is used in for feature selection. Author uses Particle Swarm Optimization technique for feature reduction. By reducing the feature set it reduces the processing time. But a very small feature set can also leads to problem of high false positive rate of the system which will degrade system performance. In another research proposes a nature inspired approach based on cuttlefish algorithm. Fuzzy
based techniques are also used to perform the feature selection on KDDCup99 data set. In a fuzzy based feature selection technique using Support Vector Machine is used. Other techniques include use of snort, fuzzy based rule system, Support Vector Machine and various other data mining based techniques. In another research proposed a feature selection based on neural network. In another research introduced a Genetic Algorithm based on fuzzy to detect the network traffic.

So feature selection is important in Intrusion Detection but it should be performed with care so that it does not reduce the efficiency of the system. Different measures are used to check the efficiency and accuracy of an IDS system which includes prediction performance, time performance and fault tolerance. Prediction function involves the classification rate of true and false classified network traffic. Systems performance depends on correct prediction rate. If rate decreases then false positive rate will be high. Time performances is the rate at which IDS is generating and propagating the results to resolve the attacks. The other factor is fault tolerance which requires IDS to be robust and ability to recover from attacks. In this paper a detailed analysis on various feature reduction techniques is performed over a new hybrid technique of GLBPSO which are explained below.

2. Proposed Work

In the proposed the IDS is tackled as a pattern recognition problem consisting of two classes ‘normal’ and ‘anomaly’. The purpose of this work is to find relevant features that help distinguish between the two classes. To classify data following three steps are performed:

- Feature Extraction.
- Feature Selection.
- Classification.

2.1 Feature Extraction

The features employed for the experiments are the existing 42 features available with NSL KDDcup99 dataset. The 42 features can be classified broadly into four categories of Basic, Content, Traffic and Host features depending upon their origin and the class label which consists of two class labels ‘normal’ and ‘anomaly’. The anomaly involves following attacks; DOS, Probe, R2L, U2R. A list of features is given in Table 1.

All the features extracted may not be significant hence the need for feature selection techniques evolved. Different feature selection techniques employed in the study are as discussed below.

Table 1. List of features in KDDcup99 dataset

<table>
<thead>
<tr>
<th>Basic Features</th>
<th>Content Features</th>
<th>Traffic Features</th>
<th>Host Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr. No.</td>
<td>Attribute Name</td>
<td>Sr. No.</td>
<td>Attribute Name</td>
</tr>
<tr>
<td>1</td>
<td>Duration</td>
<td>1</td>
<td>Num_failed_logins</td>
</tr>
<tr>
<td>2</td>
<td>protocol_type</td>
<td>2</td>
<td>Logged_in</td>
</tr>
<tr>
<td>3</td>
<td>Service</td>
<td>3</td>
<td>Num_compromised</td>
</tr>
<tr>
<td>4</td>
<td>src_bytes</td>
<td>4</td>
<td>Root_shell</td>
</tr>
<tr>
<td>5</td>
<td>dst_bytes</td>
<td>5</td>
<td>Su_attempted</td>
</tr>
<tr>
<td>6</td>
<td>Land</td>
<td>6</td>
<td>Num_root</td>
</tr>
<tr>
<td>7</td>
<td>Flag</td>
<td>7</td>
<td>Num_file_creations</td>
</tr>
<tr>
<td>8</td>
<td>wrong_fragment</td>
<td>8</td>
<td>Num_shells</td>
</tr>
<tr>
<td>9</td>
<td>Urgent</td>
<td>9</td>
<td>Num_access_files</td>
</tr>
<tr>
<td>10</td>
<td>is_hot_login</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>is_guest_login</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Num_outbound_cmds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Hot</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.2 Feature Selection Techniques

Feature extraction techniques are structured into two types: Filter and wrapper method. Filter method uses the inherent properties of the training set and does not require any learning algorithm. It is further of two type's multivariate and univariate methods. Univariate works on each feature separately where multivariate considers the relevance between multiple features.

In this paper two filter techniques are used which are Gain Ratio and ReliefF. ReliefF is a multivariate method that works by weighting different features and it chooses the features that are most distinguishable or most irrelevant among different classes. ReliefF method is very robust to noise and can also deal with missing values in dataset. The Gain Ratio approach is used with multivalued attributes to reduce the bias. It is the ratio of Information Gain to the integral information. Minimum redundancy maximum relevance (mRmR) is a feature selection method which identifies variable which are distinct from each other but are highly relevant to the classes used for classification. It minimizes the redundancy in feature subset. Another technique used is Fisher Score technique which is a supervised feature selection technique which finds a subset of features selected independently using a Fisher Score. Fisher Score technique on the other hand does not handle the redundancy issues in features like mRmR. The value of performance metrics like TP rate, accuracy is measured.

Wrapper method works by learning however this method requires high computational time as compared to filter method and it also considers dependencies among features. Two wrapper based techniques applied are PSO and GLBPSO.

2.2.1 Hybrid PSO - GLBPSO

PSO is a metaheuristic computational method proposed by Dr. Russell C. Eberhart and Dr. James Kennedy in 1995. It is based on the concept of bird flocking. PSO works by randomly initializing of the population known as particles. Each particle is represented as a point in an X-dimensional space which moves around with certain velocity and updates their position based on their previous movements. To reach at an optimal solution each particle in X-Dimensional space moves in the direction of its previous best positions (pbest) and global best position (gbest). For each particle i and dimension j space \( x_i \) \( x_i \) is represented as \( x_i = (x_{i1}, x_{i2}, ..., x_{ij}) \) and velocity \( v_i = (v_{i1}, v_{i2}, ..., v_{ij}) \) denotes the fly velocity of particle. The velocity and position vector are updated according to the equations:

\[
v_{ij}^{t+1} = w \cdot v_{ij}^t + c_1 \cdot r_1 \cdot (pbest_{ij}^t - x_{ij}^t) + c_2 \cdot r_2 \cdot (gbest_{ij}^t - x_{ij}^t)
\]

And,

\[
x_{ij}^{t+1} = x_{ij}^t + v_{ij}^{t+1}
\]

In above formula is the velocity of \( i^{th} \) particle in \( j \) space whose value is limited to the range \([-v_{\text{max}}, v_{\text{max}}]\) and \( x_{ij} \) the position of particle and \( c_1 \) and \( c_2 \) are the constant social and personal learning factors acceleration coefficients.

For calculating the reduced feature set a technique hybrid PSO-GLBPSO is applied which works in two phases where in first phase features are ranked based on the univariate and multivariate filter approaches and redundant features are removed. The ranked features are then applied to second phased which is a wrapper approach based on improved PSO, where the concept of gbest and pbest both are considered to find the best reduced feature set. If the value of gbest does not change for any two successive iterations then pbest value is considered. Also a new concept of hope/rehope is introduced where if the particle's fitness value decreases continuously then it will be discard in future iterations results in reducing swarm size. Value of two acceleration coefficients \( c_1 \) and \( c_2 \) is set to 2 and inertia weight \( w \) value is set to 1 for GLBPSO.

3. Experimental Results and Analysis

For observing the performance of different techniques, NSL-KDDCup99 dataset is used which is a refined form of standard KDDCup99 dataset. Experiments are performed by using MATLAB 7.10.0 (R2010a) on windows7 PC with 8GB RAM.

3.1 Data Set

KDD Cup dataset is a standard dataset which is prepared by the MIT Lincoln lab, KDD dataset is derived from the standard DARPA’98 dataset. In this experiment setup NSL-KDDCup99 dataset is used which is improved version of KDDCup99 where duplicate data are removed which helps in unbiased results. It has 41 features with a class label which categorize the data as normal or attack type. There are total 37 attacks.
specified in the dataset which are categorized into one of four categories of DOS, Probe, R2L and U2R. KDD contains attributes values both as continuous and symbolic. Before performing feature reduction preprocessing of dataset is performed by converting symbolic attribute into continuous. The dataset is divided into two sets training set and test set. The training set consists of 22000 samples and test set consists of 2000 samples.

3.2 Experimental Results

Various experiments have been performed to evaluate the KDDCup dataset and identify relevant and non-redundant features. Three classifiers SVM, C4.5, Naive Bayes and Random Forest are employed to test the performance of the dataset and differentiate between the data as anomaly or normal. To find relevant features two feature selection techniques ReliefF, Gain Ratio, mRmR, Fisher Score are applied. The results of these techniques are then compared with the new hybrid technique GLBPSO.

3.2.1 Performance of Different Classifiers

The performance of dataset with four different classifiers; SVM, C4.5, Naive Bayes and Random Forest is tested. As observed from in Table 2 SVM gives the best accuracy. The reason behind this is the strong mathematical foundation of SVM.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>54.9%</td>
</tr>
<tr>
<td>C4.5</td>
<td>60.3%</td>
</tr>
<tr>
<td>SVM</td>
<td>64%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>58.8%</td>
</tr>
</tbody>
</table>

3.2.2 Performance of Feature Selection Techniques in Terms of Classification Accuracy

Six different filter feature selection techniques are applied on the dataset. The classification is performed with SVM as it is giving best prediction results as discussed in Section 4.2.1. Four of these filter techniques (ReliefF, GainRatio, mRmR, Fisher) are filter approaches and two wrapper approaches (PSO, Hybrid PSO-GLBPSO). As observed from in Figure 1 Hybrid GLBPSO is giving the highest classification accuracy with just 24 features. The features selected by each technique are depicted in Figure 2. The reason behind this is that filter approaches are able to remove irrelevant features in Phase I and modified wrapper PSO approach removes redundant features in the second Phase.

3.2.3 Feature Analysis

A total of 24 features are selected by the GLBPSO approach which is listed in Table 3 given.

The 41 features of dataset can be classified into four categories as mentioned in Section 3.1. From feature selected by GLBPSO mentioned in Table 3 first six features selected are of Basic category, next six are from Content, five are from Traffic and maximum seven features are selected from Host category of classification. Hence it is concluded that features from Host category are more significant in classifying the data under two categories of ‘normal’ or ‘anomaly’.
4. Conclusion and Future Work

A detailed analysis on various feature selection techniques are performed where accuracy and number of feature selected are considered as measures. SVM is the classifier giving best results on KDDCup99 dataset when compared to three other well-known classifiers. The experimental result on feature selection shows that Hybrid GLBPSO is superior to other five feature selection techniques. The features from Host category are found to be more relevant for classification in IDS. Future work could involve developing new hybrid feature selection techniques with other evolutionary algorithms such as Firefly etc. Multi-class classifiers can be explored to work on dataset with all the class labels.
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