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Abstract

Objectives: In this study, the comparative problem of reliability model by means of the Weibull extension distribution and power law pattern that completed out productivity of the software trustworthiness was proposed. Methods/Statistical Analysis: In addition, the model choice founded on the mean rectangular error and measurement of fortitude for the proficient model were offered. Examination of the failure period influenced by the Weibull extension distribution and power law model was working for the recommending reliability model. The Laplace tendency test was offered for insurance about the failure period. Findings: In the deviation for the between of the predicted values with the actual observations, the shaping parameter from Weibull extension model regard as the best model and in terms of the prognostic power of the variance for the between the forecast values, the shaping parameter from Weibull extension model can be the efficacy model. From judgment of reliability, the situation of the reliability for the conditional work time shows that the case of the shaping parameter from Weibull extension model than shaping parameter from Weibull extension model, the shaping parameter from Weibull extension model, and power low model was revealed high reliability. Namely, the property of the reliability was reflected to subtle about the mission time. The resulting decisions were gained. In terms of deviation for between of the predicted values with the actual observations, the higher shaping model of Weibull extension model regard as the best model. The result of mean value functions has the tendency of non-decreasing form. The result of an intensity functions has the tendency non-increasing form. The case of the higher shaping model of Weibull extension model was judged more reliable model in reliability ground. Improvements/Applications: The software testing for the debugging to reduce cost in terms of the reliability from software is essential problem. From a research, the software developers must be considered for the growth model by the prior knowledge of the software to identify failure modes which can be able to help.
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1. Introduction

Software failures for computer structures in our society can be influenced enormous damages. Therefore, software reliability from the software progress procedure can be the significant topic. The needs of the user necessities can be encountered the fee of testing. Thus, the reliability, fee and the release period are the significant item during the software progress procedure. Until present, numerous software reliability studies have been suggested. These studies for Non-Homogenous Poisson Process (NHPP) from the fault detection procedure, if a fault happens, directly can be removed during the correcting procedure and has the hypothesis that new errors have not encountered.

In this study, the non-homogeneous Poisson process with an infinite number of faults from characteristics of the Weibull extension distribution and power law NHPP for the software reliability was presented.
2. Basic Research

2.1 The Infinite NHPP Property using RVS

The mean value feature and the intensity story\textsuperscript{12} through NHPP model were acknowledged next forms.

\[ m(t) = \int_0^t \lambda(s)ds, \quad \frac{dl(t)l}{dt} = \lambda(t) \quad (1) \]

In the equation (1), \( N(t) \) follows Poisson Probability Density Function (PDF) with the parameter \( \lambda(t) \). It can be embodied from following relationship\textsuperscript{4,5}.

\[ \rho(N_n = n) = \frac{m(t)}{n!} e^{-m(t)}, \quad n = 0, 1, \ldots, \infty . \quad (2) \]

This period field model aimed at the NHPP can be well-defined for the likelihood of failure. The prototypical characteristic was contained the failure strength property \( \lambda(t) \) and mean value property \( m(t) \).

In infinite model, no new fault is supposed to happen at time of each repair. But, the real conditions at the point of repair new failure can happened\textsuperscript{6,7}.

Add to this condition, the Record Value Statistics (RVS) typical property can be specified from NHPP form. Therefore, property of mean value can be embodied from following relationship\textsuperscript{8-10}.

\[ \ln(1 - F(t)) = \frac{1}{\beta \lambda} \exp \left[ (\beta t) - \frac{1}{\alpha} \right] \quad (3) \]

The equation (3) is mean value function about infinite failure NHPP typical from.

Therefore, the intensity function of infinite failure NHPP model may be embodied as the hazard property (\( h(t) \)). Thus,

\[ \lambda(t) = m'(t) = f(t)/(1 - F(t)) = h(t) . \quad (4) \]

From pattern of the equation (4), \( f(t) \) indicates PDF.

The expression \( t_k, n = 1, 2, \ldots \) indicates the arrangement of the periods from between sequential software failures. Then \( t_k \) denote the time of among\((n-1)^{st}\) and \( n^{th} \) failure period. The expression \( X_n \) denotes \( n^{th} \) failure last period from the next condition.

\[ x_n = \sum_{k=1}^n t_k \quad (k = 1, 2, \ldots, n; \quad 0 \leq x_1 \leq x_2 \leq \ldots \leq x_n) \quad (5) \]

The likelihood pattern of \( x_1, x_2, \ldots, x_n \) can be defined as follows\textsuperscript{4,10}.

\[ f(x_1, x_2, \ldots, x_n) = L(x; \Theta) = e^{-m(x)} \prod_{i=1}^{n} \lambda(x_i) \quad (6) \]

Note that \( x = (x_1, x_2, x_3, \ldots, x_n) \) and \( \Theta \) is the parameter space.

For the given arrangement of the software failure times \( (x_1, x_2, \ldots, x_n) \), observations of the probability variable \( (X_1, X_2, \ldots, X_n) \) can be assessed by means of the maximum likelihood method (MLE)\textsuperscript{12}.

 Consequently, reliability \( \hat{R}(x_n) \) using the conditional work time was acknowledged as next form\textsuperscript{3,10}.

\[ \hat{R}(x_n) = e^{-\int_{x_n}^{x_n+\tau} \lambda(s)ds} = \exp\left[-(m(x) + m(x_n))\right] \quad (7) \]

Note that \( \tau \) is a work time and \( x_n \) is the preceding failure time.

2.2 Weibull Extension Distribution

In\textsuperscript{11} was proposed Weibull application model. The characteristic of this model has the bathtub-formed property for failure percentage function and asymptotically connected to the typical Weibull distribution. The new model also is the application of two parameter models was proposed by\textsuperscript{12} which can be used to model bathtub-formed property for failure percentage function. The relationships of PDF were specified as next form.

\[ f(t) = \lambda \beta \lambda^\alpha \exp \left[ (\alpha t)^\beta - \frac{1}{\alpha} \right] \quad (8) \]

\[ F(t) = 1 - \exp \left[ -\lambda \left( (\alpha t)^\beta - 1 \right) \right] \quad (9) \]

Note, \( \alpha, \beta, \lambda > 0, \quad t \geq 0 \).

The hazard function was acknowledged next form.

\[ h(t) = \frac{f(t)}{1 - F(t)} = \lambda \beta (\alpha t)^{\beta - 1} \exp \left[ (\alpha t)^\beta \right] \quad (10) \]

2.3 Power Law NHPP Model

The power law intensity function was known to next form\textsuperscript{12,13}.

\[ \lambda(t) = \alpha \beta t^{\alpha - 1}, \quad \alpha > 0, \quad \beta > 0, \quad t \in (0, \infty) \quad (11) \]

The mean value function, using the intensity function from equation (11), is derived as follows:

\[ m(t; \Theta) = \int_0^t \lambda(s)ds = \alpha \beta t^\alpha \quad (12) \]

Thus, the likelihood pattern can be specified as next property.

\[ L_{NHPP}(\Theta; x) = \left( \prod_{i=1}^{\alpha} \alpha \beta x_i^{\alpha - 1} \right) \exp[-\alpha x_n^\beta] \quad (13) \]

Consequently, the log-likelihood assessment can be solved next form.
ln $L_{NHPP} (\Theta | x) = n \ln \alpha + n \ln \beta - (\beta - 1) \sum_{i=1}^{n} \ln x_i - \alpha x_i^{\beta}$  

(14)

The estimation value $\hat{\alpha}_{MLE}$ and $\hat{\beta}_{MLE}$ should meet the next equations.

\[
\frac{\partial \ln L_{NHPP} (\Theta | x)}{\partial \alpha} = n - x_i^{\beta} = 0 
\]

(15)

\[
\frac{\partial \ln L_{NHPP} (\Theta | x)}{\partial \beta} = n \beta - \sum_{i=1}^{n} \ln x_i - \alpha x_i^{\beta} \ln x_n = 0 
\]

(16)

The reliability using the conditional work time the reliability is derived as follows:

\[
\hat{R}(\delta | x_n) = \exp[-\alpha (\delta + x_n)^{\beta} + \alpha x_n^{\beta}]
\]

(17)

Note that $\delta$ is conditional work time.

2.4 Comparison Criteria for the Efficient Model

For investigating the usefulness of the planned model, the judgment principles was known to the next contain.2,8

The Mean Square Error (MSE) processes the deviation of between the forecast values with the actual values. It is well-defined as next form.

\[
MSE = \frac{1}{n-k} \sum_{i=1}^{n} (m(x_i) - \hat{m}(x_i))^2
\]

(18)

Note that $m_i$ is the whole cumulated quantity of the faults detected within period is $(0,t_i]$ and $\hat{m}_i$ growing amount of the failures at period $x_i$ can be gained from the correcting mean value is the projected, $n$ indicates the amount of realizing values and $k$ means the amount of parameters to can be assessed.

R square ($R^2$) can degree how effective the fit is in terms of the explaining from difference of the detected data. It is well-defined next property.

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (m(x_i) - \hat{m}(x_i))^2}{\sum_{i=1}^{n} m(x_i) - \sum_{j=1}^{n} m(x_j) / n}
\]

(19)

3. Software Reliability Infinite NHPP Model Based on Weibull Extension Distribution

The property of mean value characteristic $m(t)$ and intensity form $\lambda(t)$ of Weibull extension distribution software reliability model using the equation (9) and equation (10) are derived as follows:

\[
\lambda(t) = h(t) = \frac{f(t)}{1 - F(t)} = \lambda \beta (\alpha t) ^{\beta - 1} \exp[(\alpha t) ^\beta]
\]

(20)

\[
m(t) = -\ln(1 - F(t)) = \frac{\lambda}{\alpha} (\alpha t) ^\beta - 1
\]

(21)

Thus, using the equation (6), the log likelihood function of Lomax model is derived as follows:

\[
\ln L_{NHPP} (\lambda, \alpha, \beta | x) = n \ln \lambda + n \ln \alpha + (\beta - 1) \sum_{i=1}^{n} \ln (\alpha x_i) + \sum_{i=1}^{n} (\alpha x_i)^{\beta} \frac{d (\alpha x_i)^{\beta} - 1}{\alpha x_i^{\beta}}
\]

(22)

Maximizing the equation (22) for the fixed value of $\beta(0.5, 1, 0, 1.5)$ with respect to parameters ($\lambda, \alpha$), the next conditions must be satisfied.

\[
\frac{\partial \ln L_{NHPP} (\lambda, \alpha, \beta | x)}{\partial \alpha} = n + \frac{n}{\alpha} (\alpha x_n)^{\beta} - 1 = 0
\]

(23)

\[
\frac{\partial \ln L_{NHPP} (\lambda, \alpha, \beta | x)}{\partial \beta} = \sum_{i=1}^{n} \frac{d (\alpha x_i)^{\beta} - 1}{\alpha x_i^{\beta}} \beta (\alpha x_i)^{\beta - 1} = 0
\]

(24)

The reliability using the conditional work time can be derived as next property.

\[
\hat{R}(\delta | x_n) = \exp[-(m(\delta + x_n) - m(x_n))]
\]

(25)

Using conditional work time ($\delta$), reliability can be embodied from following relationship.

4. Data Analysis for Software Failure Time

In this chapter, the characteristics of Weibull extension distribution were analyzed by means of software failures time information using data given in Table 1. The trend test must is offered about the data for the trust models. Thus, the data analysis using Laplace trend test is recycled in this paper. The Laplace factor is indicated in between 2.0 and -2.0 in Figure 1, the reliability growth shows the properties. Thus, it is allowed to evaluate the reliability using proposed data.

![Figure 1. Trend test using Laplace factor.](image-url)
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Table 1. Software failure time information for proposed model.

<table>
<thead>
<tr>
<th>Failure number</th>
<th>Failure time (hours)</th>
<th>Failure Number</th>
<th>Failure time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.479</td>
<td>16</td>
<td>10.771</td>
</tr>
<tr>
<td>2</td>
<td>0.745</td>
<td>17</td>
<td>10.906</td>
</tr>
<tr>
<td>3</td>
<td>1.022</td>
<td>18</td>
<td>11.183</td>
</tr>
<tr>
<td>4</td>
<td>1.576</td>
<td>19</td>
<td>11.779</td>
</tr>
<tr>
<td>5</td>
<td>2.61</td>
<td>20</td>
<td>12.536</td>
</tr>
<tr>
<td>6</td>
<td>3.559</td>
<td>21</td>
<td>12.973</td>
</tr>
<tr>
<td>7</td>
<td>4.252</td>
<td>22</td>
<td>15.203</td>
</tr>
<tr>
<td>8</td>
<td>4.849</td>
<td>23</td>
<td>15.64</td>
</tr>
<tr>
<td>9</td>
<td>4.966</td>
<td>24</td>
<td>15.98</td>
</tr>
<tr>
<td>10</td>
<td>5.136</td>
<td>25</td>
<td>16.385</td>
</tr>
<tr>
<td>11</td>
<td>5.253</td>
<td>26</td>
<td>16.96</td>
</tr>
<tr>
<td>13</td>
<td>6.996</td>
<td>28</td>
<td>17.60</td>
</tr>
<tr>
<td>14</td>
<td>8.170</td>
<td>29</td>
<td>18.122</td>
</tr>
<tr>
<td>15</td>
<td>8.863</td>
<td>30</td>
<td>18.735</td>
</tr>
</tbody>
</table>

The estimation value of the parameters for the proposed model was used the maximum likelihood technique. In this study, the mathematical alteration documents (Failure time (hours)×0.1) for simplify the parameter approximation was used. An outcome of the parameter approximation was obtained from the Table 2. These designs, resolving mathematically, a first values is given from 0.001to 20.0 and permitted values for the measurement about an intermission was given to 10⁻⁵ by means of inspection for acceptable convergent using C-language, was achieved repetition of 100 times.

An outcomes for the parameter estimation using the MSE and coefficient of determination (r²) were exhibited in Table 212.

Table 2. Estimated value of MLE, MSE, R² about power law and Weibull extension distribution model.

<table>
<thead>
<tr>
<th>Power low model</th>
<th>Maximum likelihood estimation</th>
<th>Model comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>r²</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td></td>
</tr>
<tr>
<td>Power low model</td>
<td>MLE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>α MLE = 2.5250</td>
<td>92.945</td>
</tr>
<tr>
<td></td>
<td>β MLE = 3.9422</td>
<td></td>
</tr>
<tr>
<td>Weibull extension model</td>
<td>Shape parameter (fixed)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>β = 0.5</td>
<td>253.812</td>
</tr>
<tr>
<td></td>
<td>α MLE = 0.5992</td>
<td></td>
</tr>
<tr>
<td></td>
<td>λ MLE = 16.9349</td>
<td></td>
</tr>
<tr>
<td></td>
<td>β = 1.0</td>
<td>1073.913</td>
</tr>
<tr>
<td></td>
<td>α MLE = 0.0683</td>
<td></td>
</tr>
<tr>
<td></td>
<td>λ MLE = 15.0109</td>
<td></td>
</tr>
<tr>
<td></td>
<td>β = 1.5</td>
<td>57.231</td>
</tr>
<tr>
<td></td>
<td>α MLE = 0.6775</td>
<td></td>
</tr>
<tr>
<td></td>
<td>λ MLE = 6.3791</td>
<td></td>
</tr>
</tbody>
</table>

Note: MLE : Maximum likelihood estimation.
MSE : Mean square error.
r² : Coefficient of determination.

In the software model comparison from Table 2, MSE shows that the case of shaping parameter β = 1.5 (from Weibull extension model) than power low model and β = 0.5 or β = 1.0 (from Weibull extension model) has a small value. Therefore, the case of a shaping parameter β = 1.5 (from Weibull extension model) is appreciably better than other considering the shaping parameters (from Weibull extension model) and power low model. But, R² shows that the case of a shaping parameter β = 1.0 (from Weibull extension model) than other the cases has high value. Thus, the case of a shaping parameter β = 1.0
(from Weibull extension model) than other the shaping parameters can bethe efficacy model. Ultimately, from the deviation for the between of the predicted values with the actual observations, the shaping parameter $\beta = 1.5$ (from Weibull extension model) regard as the best model and in terms of the prognostic power of the variance for the between the forecast values, the shaping parameter $\beta = 1.0$ (from Weibull extension model) model can be the efficacy model.

The result of mean value functions was listed in Figure 2. From this figure, the propertys of mean value characteristic have the style of the non-declining form. But, the result of intensitycharacteristiclisted in Figure 3. From this figure, a case of $\beta = 0.5$ (from Weibull extension model), a pattern of the intensity functions has the tendencynon-increasing form, the case of $\beta = 1.0$ (from Weibull extension model)for a pattern of the intensity functions has nearlyconstant form, the case of $\beta = 1.5$ (from Weibull extension model) and powelwomodel have the trend of the growing form.

![Failure time Vs. $\lambda(t)$](image1)

**Figure 3.** Property of intensity function about proposed model

![Mission time Vs. Reliability](image2)

**Figure 4.** Comparison reliability for each model

In Figure 4, from judgment of reliability, the situation of a reliability for the conditional work time (mission time), shows that the case of the shaping parameter $\beta = 1.0$ (from Weibull extension model) than shaping parameter $\beta = 0.5$ (from Weibull extension model), the shaping parameter $\beta = 0.5$ (from Weibull extension model), and powelwomodel was revealed high reliability. Namely, the property of the reliability was reflected to subtle circumstance about the mission time.

Consequently, a case aboutthesmallershaping parameter (from Weibull extension model) was judged more reliable model in this field using Weibull extension distribution.

### 5. Conclusion

In this study, the comparative problem for the reliability model with the Weibull extension distribution and power law which made out efficiency for the software reliability was proposed. In this study, the resulting decisions were gained.

In terms of deviation for between of the predicted values with the actual observations, the higher shaping model of Weibull extension model regard as the best model. The result of a mean value functions has the tendency of non-decreasing form. The result of an intensity functions has the tendency non-increasing form.

The case of the higher shaping model of Weibull extension model was judged more reliable model in reliability ground. The substitute homework for this zone will be appreciated study.
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