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Abstract

Objectives: Preservation of privacy is a significant aspect of data mining. The main objective of PPDM is to hide or provide privacy to certain sensitive information so that they can be protected from unauthorized parties or intruders. Methods/Statistical Analysis: Though privacy is achieved by hiding the sensitive or private data, it will affect the data mining algorithms in knowledge extraction, so an effective method or strategy is required to provide privacy to the data and simultaneously protecting the quality of data mining algorithms. Instead of removing or encrypting sensitive or private data, we make use of data transformation strategies that keep the statistical, semantic and heuristic nature of data while protecting the sensitive or private data. Findings: In this paper we studied the technical feasibility of realizing Privacy Preserving Data Mining. In the proposed work, Correlation Based Transformation Strategy for Privacy Preserving Data Mining is used for ordinal data. We apply the method on few datasets namely soybean, Breast Cancer, Nursery dataset and Car dataset. We tabulate the end results applying the proposed strategy on both the original and the transformed dataset and observe correlation difference, Information Entropy and Classification Accuracy with different machine learning algorithms and Clustering Quality. Application/Improvements: As an improvement, the proposed work can be extended by use of vector marking techniques where these techniques help in increasing the efficiency by avoiding unauthorised access to the information.
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1. Introduction

Data Mining is extensively used in varied areas like financial data analysis, retail industry, biological data analysis and many more. However, it has got its downsides. One of the key issues raised by data mining technology is not a business or technology one, but a social one. It is the privacy of an individual or a company. Data Mining makes it achievable to evaluate everyday business transactions and gather a considerable quantity of information about individuals buying habits and preferences. Many companies are making fortune aggregating petite pieces of information about people and putting scraps together to build a digital profile. Most of the times the
information collected will be used to sell stuff, which is useful. However, the information extracted can be used for privacy violating purposes. Agencies, hospitals and other organizations often need to publish micro data for research and other purposes. However, the information extracted can be used for privacy violating purposes. As explained in\(^1\) micro data is usually stored in the form of table where each row represents an individual. Here the table has three types of attributes: 1. Identity attribute (To uniquely identify an individual like name), 2. Quasi identifier (which includes demographic attributes), 3. Sensitive attributes (which include confidential information like diseases). Quasi identifiers attributes may be merged with other public databases to uniquely identify the individual and their sensitive data (Linking attack). Thus privacy is becoming a critical issue which led to a new research field called Privacy Preserving Data Mining (PPDM)\(^3\).

PPDM comes into picture in the situations like the one described above. PPDM helps to perform data mining efficiently while preserving the private data or information about an individual or a company. Instead of hiding or encrypting, PPDM transforms the sensitive data to some other form while preserving the usefulness of the data. Many strategies have been proposed for PPDM, one of such is Correlation Based Transformation Strategy (CBTS) which is used on numerical data. The datasets also contains ordinal and nominal data; the need is to convert the ordinal and nominal data to numerical data by preserving the data utility, so that the algorithm can be applied efficiently.

In this paper, we propose a CBTS which can be applied to ordinal values. We describe a technique to convert the both ordinal and nominal data to numerical data on which the CBTS can be applied. We measure the Information Entropy values of both Original data and Transformed data and the results are comparable and also we measure Cluster Misclassification Error and prove the error is less in our approach. The paper is organized as follows: Section 2 describes Related Work. Section 3 explains Problem Definition. Architecture is presented in Section 4. Result is discussed in Section 5. We conclude this paper with future work in Section 6.

### 2. Related Work

In\(^4\), the authors have used a technique called modified data transitive technique in which the sensitive numerical data item is to be protected by modifying the original data item. There is a comparison between the modified data transitive technique and the perturbative masking techniques such as additive noise, rounding and micro aggregation and performances are analyzed and results are drawn by concluding with the satisfactory results using the transitive techniques.

In\(^5\) authors proposed a new approach which involves in preserving sensitive information using fuzzy logic. Clustering is done, in which the original dataset i.e. numerical data is transformed into fuzzy data and then noise is added to the numeric data using an S shape fuzzy membership function.

The Clusters which are generated using the fuzzified data is similar to the original cluster and privacy is also achieved.

In\(^6\) proposed a system which makes use of a perturbative system where encryption technique is applied to sensitive data items. The information has to be changed to a considerable extent before it is made available to the public for safe guarding the confidentiality of the sensitive information. The proposed data transformation technique protects categorical sensitive data which is modified using advanced data transformation technique including cryptography technique which prevents sensitive items from public disclosure. This system gives greater results while preventing sensitive data from unauthorized disclosure and should not affect the importance of the original objective of data mining.

In\(^6\) and\(^8\), the authors have proposed distortion based techniques to meet the privacy requirements. In the former randomized distortion technique is applied only on confidential categorical attribute. In latter probabilistic distortion method is used on original data before using frequent item set mining on the data.

In\(^5\) and\(^8\), the authors have used correlation based techniques to achieve privacy in huge datasets. In paper\(^9\) authors proposed a work which concentrates on finding an efficient solution for the classification problem over encrypted data in cloud. This work protects the privacy of sensitive data of users query and data access patterns. A k-NN classifier is developed firstly on a real-world dataset for different parameters and the efficiency is resolved.

Authors of\(^14\) proposed a new patient centric clinical decision support system, which is of a great help for a
4. Architecture

Given a huge data containing ordinal sensitive information, our solution first converts the ordinal and nominal data to numerical data and transforms the resultant numeric data in such a way that it retains the correlation structure among the data values preserving its usefulness and maintaining the level of privacy. The conversion of ordinal data is done by taking input for each data value from the concerned user and the conversion of nominal data is done by assigning random numbers to each nominal data value. The numeric attributes are retained. We consider a dataset containing mixture of ordinal, nominal and numerical data attributes, in which many attributes are private and sensitive. The dataset is subjected to clustering method like Simple K Means to group the similar rows and classification algorithm like J48. The objective of this paper is to convert and transform the ordinal sensitive data such that the correctly classified instances and the decision trees of original data and transformed data are comparable.

For the given dataset with numerical sensitive information, authors in paper proposed CBTS for numerical data. Given a dataset comprising sensitive and private data, CBTS produces an outcome comprising of the subset of vectors correlated to sensitive data and produces equivalent components as substitutes. CBTS uses Pearson's correlation coefficient. The subsets generated are subjected to transformation strategies that tend to converge on the obtained similarity forming new components. Hence the components obtained are a mathematical representation of the sensitive data and used instead of sensitive data for data mining. Figure 1 gives the Architecture of CBTS for Numerical data.

Existing transformation methods PCA, SVD and NNMF have been used prior in PPDM by and demonstrate the required property of convergence. The method was able to remove the highly correlated sensitive data and transform the non correlated sensitive data. CBTS is applied to datasets which has numerical values, the information entropy values are compared for the original data and the transformed data and the results are obtained. Thorough experiment analysis proved the proposed dataset transformation method has low clustering misplacement error and minimal deviation in classifier accuracies.

In this paper we are extending CBTS to support ordinal data. The proposed architecture is shown in Figure 2. Our method first converts both ordinal and nominal data to equivalent numerical data.
Nominal and Ordinal data are defined below:

- **Nominal Data or Categorical data**: This is the type of data where there is no intrinsic ordering between the categories. For example, the gender has two categories male and female and there is no intrinsic ordering to the categories.

- **Ordinal Data**: Ordinal data is similar to a categorical data. But, there are many categories and these categories have intrinsic ordering. For example, the economic status has three categories low, medium and high which have an intrinsic ordering based on the income drawn.

The conversion step has two sub-steps. Initially, the dataset is parsed to extract the unique data values in each column which is given to next step. In the next step, based on the type of the data values of the column, conversion is done. When the column has ordinal data values, they are converted to numerical values based on the user provided ordering.

In this work we have assumed all the nominal data to have some ordinal nature. Nominal data are substituted by unsupervised statistical methods. Nominal data are substituted by unsupervised statistical methods. Correlation coefficient is calculated for the respective values against the data vectors. If there exists a strong correlation, then they are converted to random numbers. If the correlation is weak, then the conversion is done by substituting categories with close ranged numbers to avoid and minimize error bias. Chi-squared test is done to determine the correlation between nominal data values. The value of the test-statistic is:

\[
X^2 = \sum_{k=1}^{n} \frac{(O_k - E_k)^2}{E_k}
\]

- **O_k** - Observed frequency.
- **E_k** - Expected frequency.

**Algorithm 1: Conversion of ordinal data to numerical data.**

**Input:** Original dataset DS with ordinal, nominal and numerical data.

**Output:** Converted dataset DS’ with only numerical data.

**Begin**

Step 1: Read the dataset.

Step 2: Parse the file column wise and extract unique values from each.

Step 3: Repeat step 4 for each column.

**Step 4:** Based on the type of data in each column, convert the data.

If the column under consideration has ordinal data then take appropriate inputs from the user. Else if the column has nominal data, then replace the categories in that column with random numbers. If the column has numerical data, then the values in that are retained.

**Step 5:** The result of the above steps is the converted dataset DS’ which is given to CBTS algorithm for transformation.

**End**

**Algorithm 2: CBTS**

**Input:** Converted data DS’ from algorithm 1 and list of private columns P.

**Output:** Transformed data DS” generated from converted data DS’.

**Begin**

Step 1: Construct the Correlation matrix (Dc).

Step 2: Normalize the original data.

Step 3: Repeat the following steps from 3 to 6 for each private column p_i in P.

Step 4: Calculate threshold coefficient for selected column p_i which separates the highly correlated data of size separation factor.

Select columns whose correlation coefficient with selected private column p_i is greater than the threshold correlation value to obtain the subset.

Step 5: Transform subset using required transformation technique or perturbation method.

Step 6: Substitute corresponding component of transformed data in place of p_i in normalized original data.

Step 7: Denormalize the original data.

Step 8: Return DS” transformed data.

**End**
The overall process in our transformation method is given in Figure 3.

Figure 3. Transformation method.

5. Result

The datasets used in this paper are Soybean and Breast Cancer. Both the datasets are taken from UCI Machine Learning Repository. Soybean dataset is a dataset with 307 instances and 35 attributes. Among 35 attributes some are ordinal and some are nominal. Breast Cancer is another dataset with ordinal, nominal and numerical attributes. There are 286 instances and 10 attributes in this dataset. This dataset contains two classes and among 286 instances, 201 belong to one class and the other 85 belong to another class.

Information Entropy of original data against perturbed data using CBTS for Ordinal data with transformation methods is summarized in Table 1. We can infer from the table that deviation in Information Entropy is minimum using proposed CBTS method against using transformation techniques alone. Table 2 gives the comparison of classifier accuracies for various machine learning algorithms using CBTS against original data. It is clearly observable from the results the classifier performance is comparable to the original data. Table 3 shows the Misclassification Error $M_E$ values with k-means clustering. Higher $M_E$ values indicate lower clustering quality where as Lower $M_E$ values indicate the higher utilization of the data.

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>Original Entropy</th>
<th>Information Entropy($I_E$) Using CBTS Method/Using existing Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PCA</td>
</tr>
<tr>
<td>Soybean (683x36)</td>
<td>3.317</td>
<td>3.30/10.25</td>
</tr>
<tr>
<td>Car (1729x6)</td>
<td>2.31</td>
<td>2.28/5.16</td>
</tr>
<tr>
<td>Nursery Dataset (12960x7)</td>
<td>1.88</td>
<td>1.88/4.6</td>
</tr>
<tr>
<td>Breast Cancer (286x9)</td>
<td>3.02</td>
<td>3.7/6.39</td>
</tr>
</tbody>
</table>

6. Conclusion and Future Work

CBTS achieves accountable privacy by applying correlation transformation based methods. CBTS has applications over varied areas involving huge data. Combined with the CBTS we have presented a way of transformation by converting sensitive ordinal and nominal data to numerical data of a considered dataset simultaneously preserving the privacy and the data utility of the same. The proposed work can be extended by use of vector marking techniques where these techniques help in increasing the efficiency by avoiding unauthorised access to the information.
Table 2. Comparison of various machine learning algorithms using CBTS (M̂E)

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>Machine Learning Algorithms</th>
<th>Observed Classifier Accuracy (%)</th>
<th>Transformation using CBTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Ordinal and Nominal Data</td>
<td>Numerical Data</td>
</tr>
<tr>
<td>Soybean (683x36)</td>
<td>Decision Tree</td>
<td>97.0</td>
<td>96.3</td>
</tr>
<tr>
<td></td>
<td>Multilayer Perceptron</td>
<td>99.8</td>
<td>93.3</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>93.7</td>
<td>82.1</td>
</tr>
<tr>
<td>Breast Cancer (286x9)</td>
<td>Decision Tree</td>
<td>81.4</td>
<td>81.4</td>
</tr>
<tr>
<td></td>
<td>Multilayer Perceptron</td>
<td>84.6</td>
<td>84.6</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes</td>
<td>73.4</td>
<td>73.4</td>
</tr>
</tbody>
</table>

Table 3. Cluster misclassification error (M̂E)

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>Clusters (k)</th>
<th>M̂E(with CBTS)</th>
<th>M̂E(without CBTS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PCA</td>
<td>SVD</td>
</tr>
<tr>
<td>Soybean (683x36)</td>
<td>2</td>
<td>0.253</td>
<td>0.455</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.22</td>
<td>0.88</td>
</tr>
<tr>
<td>Breast Cancer (286 x 9)</td>
<td>2</td>
<td>0.017</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7</td>
<td>0.74</td>
</tr>
</tbody>
</table>
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