1. Introduction
The theory behind finite difference solutions is intuitive and these solutions are easy to understand and straightforward to implement. However, the finite difference technique is most appropriate for problems where the computational domain is regularly shaped and the nodes are positioned in a regular pattern. The finite element technique is an alternative numerical method. The finite element technique is much less intuitive than the finite difference technique to most engineers, and the underlying theory is more involved.

However, once the theory has been developed, the finite element technique can be applied as easily to irregular geometries with an arbitrary arrangement of nodes as it can be to a regular geometry with a regular pattern of nodes. The simple approach of Galerkin’s method is discussed as follows:

1.1 Procedure
1. Guess a solution to the differential equation, which satisfies the boundary conditions.
2. The trial solution will contain certain parameters, which can be adjusted to minimize the errors so that the trial solution is as close to the exact solution as feasible.
3. Consider the boundary value problem \( y'' = f(y, y', x) = f(x, y, y') \) (i) with boundary conditions \( y(a) = A \) and \( y(b) = B \)
4. Write the differential equation \( R = y'' - f(x, y, y') \) (ii) where, \( R \) is the residual of the equation when \( R=0 \) for the exact solution \( y(x) \) only which will satisfy the boundary conditions.
5. Consider the trial solution \( y(x) = C_1 \phi_1(x) + C_2 \phi_2(x) \) (iii)
6. Differentiate trial solution (iii) twice and substitute in (ii)
7. To find \( C_1, C_2, \ldots \) weight the residual by trial functions \( \phi_1(x), \phi_2(x), \ldots \) and set the integrals to zero.
   \[ \int R \phi_1(x) dx = 0, \quad \int R \phi_2(x) dx = 0, \ldots \]
8. Solve simultaneous equations to find the unknowns, substitute these unknowns in the appropriate solution, \( \tilde{y}(x) \) is obtained.
9. By using this procedure carefully the following steps, many weighted residual problems can be solved. Here, we discussed a sample solved problem, which gives the approximate solution of the problem and comparison with exact solution.
## 2. Problem

Use Galerkin’s methods to solve the boundary value problem \( y'' - y + x = 0 \), \( 0 \leq x \leq 1 \), \( y(0) = 0 \) and \( y(1) = 0 \). Compare the approximate solution with exact solution.

**Solution**

**Step 1**: The given differential equation is \( y'' - y + x = 0 \), \( 0 \leq x \leq 1 \).

**Step 2**: Consider the residual \( R \),
\[
R(x) = y''(x) - y(x) + x
\]

**Step 3**: To find the trial solution, which satisfies the boundary conditions, derive lagrangian polynomial which passes through the points,
\[
x: 0 \quad \frac{1}{2} \quad 1
y: 0 \quad C \quad 0
\]

**Step 4**: The resulting polynomial is
\[
\tilde{y}(x) = 4Cx(1-x)
\]

\[
= C_x . x(1-x)
\]

Where \( C_x = 4C \)

Since the trial solution is \( \tilde{y}(x) = C_x \phi_1(x) + C_2 \phi_2(x) \) ………

Where \( \phi(x) = x(1-x) \)

**Step 5**: Differentiate twice (ii) w.r.t \( x \), we get
\[
\frac{d^2 \tilde{y}(x)}{dx^2} = \frac{d}{dx} [4Cx(1-x)]
\]

\[
= 4C[(1)(-1) + x(-1)]
\]

\[
= 4C[-1 - x]
\]

\[
\tilde{y}'(x) = 4C(1-2x)
\]

Again differentiating this, we get
\[
\tilde{y}''(x) = 4C(-2)
\]

**Step 6**: substitute the values of \( \tilde{y}''(x) \) and \( \tilde{y}(x) \) in equation (i), we get
\[
R = -8C - 4Cx(1-x) + x
\]

\[
= -8C - 4Cx + 4Cx^2 + x
\]

\[
R = 4Cx^2 + (1 - 4C)x - 8c
\]

**Step 7**: WKT \( \int R(x)dx = 0 \)

i.e., \( \int_0^1 [(4Cx^2 + (1 - 4C)x - 8C)(x(1-x))]dx = 0 \)

\[
\int_0^1 (4Cx^2 + 4Cx + x - 8c)(x - x^2)dx = 0
\]

\[
\int_0^1 (4Cx^3 - 4Cx^4 - 4Cx^3 + x^3 - x^3 - 8Cx + 8Cx^2)dx = 0
\]

Integrating we get,
\[
\frac{4Cx^4}{4} - \frac{4Cx^5}{5} - \frac{4Cx^3}{3} + \frac{4Cx^4}{4} + \frac{x^3}{3} - \frac{x^4}{4} - \frac{8Cx^2}{2} + \frac{8Cx^3}{3} = 0
\]

\[
2Cx^4 - \frac{4Cx^5}{5} + \frac{4Cx^3}{3} + \frac{x^3}{3} - \frac{x^4}{4} - 4Cx^2 = 0
\]

Substitute the limits 0 to 1, we get
\[
2C - \frac{4C}{5} + \frac{4C}{3} + \frac{1}{12} - \frac{1}{4} - 4C = 0
\]

\[
C\left(2 - \frac{4}{5} + \frac{4}{3} - \frac{1}{12} - 4\right) = 0
\]

\[
C\left(- \frac{4}{5} + \frac{4}{3} - 2 + \frac{1}{4} - \frac{1}{4}\right) = 0
\]

\[
C\left(- \frac{12 + 20 - 30}{15} + \frac{4}{3} - \frac{3}{12}\right) = 0
\]

\[
C\left(- \frac{22}{15}ight) = - \left(\frac{1}{12}\right)
\]

\[
C = \frac{15}{12(22)}
\]

\[
C = \frac{5}{88}
\]

**Step 8**: Substitute this \( C \) value in equation (ii), the approximate solution is
\[
\tilde{y}(x) = 4C \frac{5}{88} x(1-x)
\]

\[
\tilde{y}(x) = \frac{5}{22} x(1-x)
\]

**Step 9**: To find exact solution

Let the given differential equation be,
\[
y'' - y + x = 0
\]
\[
y'' - y = -x
\]

i.e. \( (D^2 - 1)y = -x \)

Auxiliary equation is,
\[
m^2 - 1 = 0
\]
\[ m^2 = 1 \quad m = \pm 1, \quad m = 1, \quad m = -1 \]

The roots are real and different.

\[ \therefore \text{The complementary function is,} \]

\[ C.F = Ae^{mx} + Be^{mx} \]

i.e. \( y = C_1 e^x + C_2 e^{-x} \)

Particular integral

\[ P.I = \frac{1}{(D^2 - 1)(-x)} \]

\[ = \frac{1}{-(1-D^2)} (-x) = (1-D^2)^{-1}(x) \]

\[ = (1 + D^2 + D^4 + \cdots)(x) \]

\[ P.I = x \]

General solution: C.F + P.I

\[ y = C_1 e^x + C_2 e^{-x} + x \quad \text{(iv)} \]

Since \( y(0) = 0 \) and \( y(1) = 0 \)

\[ 0 = C_1 e^0 + C_2 e^0 + 0 \quad \Rightarrow \quad C_1 + C_2 = 0 \quad \Rightarrow \quad C_2 = -C_1 \]

\[ 0 = C_1 e^1 + C_2 e^{-1} + 1 \quad \Rightarrow \quad C_1 e + (-C_1) e^{-1} + 1 = 0 \]

\[ \Rightarrow 0 = C_1 e - \frac{C_1}{e} + 1 \]

\[ \Rightarrow -1 = C_1 (e - e^{-1}) \]

\[ \Rightarrow C_1 = \frac{-1}{(e - e^{-1})} \]

\[ C_2 = -C_1 = -\left( \frac{-1}{(e - e^{-1})} \right) = \frac{1}{(e - e^{-1})} \]

\[ C_2 = \frac{1}{(e - e^{-1})} \]

**Step 10:** The exact solution:

Substitute the values of \( C_1 \) and \( C_2 \) in equation (iv), we get,

\[ y = \frac{-1}{(e - e^{-1})} e^x + \frac{1}{(e - e^{-1})} e^{-x} + x \]

\[ y = x - \left[ \frac{(e^x - e^{-x})}{(e - e^{-1})} \right] \]

This is the required exact solution.

### 3. Conclusion

This procedure of solving weighted residual method is found to be much simpler than the other methods. Also, it gives an approximate solution and can be compared with exact solution.
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