1. Introduction

This paper proposes an efficient method to recognize license plates automatically from images. License plate is the identifier, which differentiates two vehicles of same model and color. So identification of which helps in many applications such as for toll fee payment, parking fee payment, locating stolen vehicles. For intelligent traffic monitoring, this system can help in tracking cars which cross the signal during red signal timing. The paper proposes an efficient approach to recognize license plates.

This project uses image processing techniques on the acquired image for extraction of the license plate after which it recognizes the characters present on it. But practically, license plates differ by color, size, inclination angle, location, font style, language. The environment of vehicle shots has different illumination conditions. So more efficient techniques along with higher accuracy is needed to overcome these problems.

The entire process begins with image acquisition, where the image is acquired and given as an input to the system. The license plate can be extracted from the plate, then the segmentation of the characters on the license plate can be recognized to give the license plate information as output.

The main focus of this paper will be regarding the explanation of techniques which work with the same accuracy to different types of license plates. Characters of different font styles and languages (English, Tamil) can also be recognized by this method. License plate recognition of vehicles with different lighting conditions is also achieved.

2. Related Work

Gee-Sern Hsu, et al.¹ had suggested using License Plate Recognition (LPR) especially for applications categorized as access control, traffic law and road patrol. The paper explains methods to recognize plates irrespective of plate size and illumination condition. Plates are located by using Sobel operator for clustering dense set of edges and of rectangular shape. Characters are segmented by a blob analysis technique named Maximally Stable Extreme Regions detector and characters are recognized by template matching technique.
In the background is filtered for further operations leaving the foreground vehicle as non black and the background to be black. Rinku Solanki, et al. had suggested to do horizontal segmentation by finding mean of the local minima. The right and left edges are also located, to form candidate regions. All such detected candidate regions are analyzed with two features—aspect ratio and edge density to result in only the license plate region. The detected plate is then subjected to dilation and smearing to separate closely spaced characters. Then the characters are cut by finding the starting and end points. Segmented characters are then recognized by matching with the template stored in memory, using correlation measure. The system achieves 95.74% efficiency. But this system works for images having only yellow colored plain background.

Divya Gilly, et al. had proposed license plate recognition for vehicles with English number plates. This system also assumes of having only white colored license plates with black letters. Initially for pre-processing, Otsu algorithm is used to remove the shadows or dirt in the license plate region and convert the grey scale image to a binary image. Connected components analysis is used to label all the connected regions. The plate is then detected from all the labeled regions using aspect ratio and area of license plates. Characters are segmented by using the same connected component analysis. Character recognition is done using template matching technique. This system achieved 80% accuracy. But it expects the license plates to have an aspect ratio of 4 to 10.

In the system works based on the assumption that license plates have same height and width proportion. The plate localization is done using edge and color information. The image is used initially for extracting edges and then using connected component analysis, the plate is located. In segmentation step, a simple method like adaptive binary thresholding is used along with some clustering. If results are negative, then some other methods are added progressively increasing its complexity. The Optical Character Recognition method used is an Artificial Neural Network. Back propagation algorithm is used where the network’s output and the desired output from that input are compared. The error at each weight is calculated and adjusted. Then the error values are propagated to higher levels. Thus this system achieves 80% accuracy.

3. Proposed System

The proposed system is designed to overcome most of the challenges faces by earlier approaches. The block diagram of Automated License plate Recognition is shown in Figure 1. This system has basically four steps:

Step 1: Acquiring the image from a continuous video stream.
Step 2: Extracting the license plate from the image by using Sobel edge detection technique, followed by morphological operations.
Step 3: Segmenting the characters in the extracted license plate by connected component analysis.
Step 4: Recognizing the segmented characters by template matching method using normalized cross correlation measure.

Figure 1. License plate recognition steps.

Algorithms used for each step are explained in the following sections.

3.1 Image Acquisition
This step usually involves retrieving images from a source that is automatically capturing images. This automatic capturing is achieved using hardware sensors such as magnetic loop detector, infrared sensor. Whenever a vehicle gets detected by the sensor, image is acquired and passed on as input to the next step.

This can also be done by using software triggering, especially in traffic monitoring for recognizing vehicles that cross the red signal. It works such that image is acquired whenever the surveillance camera detects a movement during that time.

3.2 License Plate Extraction
The aim of this step is to detect the license plate in the
image and to extract it for further processing. The image acquired is first converted to gray scale image for facilitating easier processing.

3.2.1 Edge Detection

The gray scale image is used for detecting edges by Sobel edge detection approach. This approach uses two masking matrices. They are convolved with the gray scale image separately. The masking matrices are,

\[
G_x = \begin{bmatrix}
-1 & 0 & +1 \\
-2 & 0 & +2 \\
-1 & 0 & +1 \\
\end{bmatrix}
\]

\[
G_y = \begin{bmatrix}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1 \\
\end{bmatrix}
\]

Matrix \( G_x \) is convolved with the gray scale image for detecting horizontal edges. Matrix \( G_y \) is convolved with gray scale image separately to get the vertical edges. Then the gradient value for each pixel is calculated, by the squaring the convolved values and summing them. A threshold value is defined for detecting edges. The edge pixels have gradient value greater than threshold value, so they are assigned 1 and non-edge pixels will have lesser gradient value, so are assigned 0. So, the result obtained is an image with all the edges detected from the gray scaled version of original image.

3.2.2 Morphological Operations

The smaller edges which are detected other than that of license plates are removed from the edge detected image. Then the closed candidate regions, formed by the detected edges will include license plate.

This can be done by using aspect ratio. But for Indian vehicles, aspect ratio cannot be helpful, as they don’t have a perfect aspect ratio. So, to acquire only that region, firstly the image is subjected to filling operation. The previously acquired intermediate result is subtracted from the filled image to get only the filled candidate regions. Thus only the closed regions, from the edge detected image are obtained.

To get the exact form of license plate as in the input image, the subtracted image has to be multiplied with original input. As the original input is RGB image, the multiplication is done for R, G, B channels separately. The closed regions will have pixel value 1 and other pixels will have value 0. The pixel with value 1, when multiplied gives the same R, G, B values as of original input. The pixel with value 0 will remain 0 after multiplication. The result will be extracted license plate with the same color as it is in the original input.

3.3 Character Segmentation

The purpose of this step is to segment the characters present in the extracted license plate and to get the individual characters after segmentation.

The extracted license plate is converted to binary image for easier identification of components. The image will have pixel value 1, in the background of license plate characters, within the closed region. The binary image is then complemented converting all 1’s to 0’s and vice versa. This will change the background of license plate region to pixels of value 0. The lighter pixels are pixels with value 1, in a complemented image. Those pixels, which are connected to the image border, must be cleared. This makes the image to have pixel value 1, in the license plate characters’ pixels and value 0 in other pixels.

The acquired intermediate result is then subjected for connected components labeling. The working of this approach is shown in Figure 2. It scans the whole image and finds connected components.

![Figure 2. Connected component analysis (a) Sample input matrix (b) Using 4 neighbors (c) Using 8 neighbors.](image-url)

In Figure 2, a sample input is shown in Figure 2(a). It is a binary matrix with pixel values as either 1 or 0. The input sample is scanned for a pixel with value 1, if found, it is labeled as 1 and their connected pixels are scanned.
followed by labeling them also as 1. The same step is done for all connected pixels found in the previous iteration. This continues until the connected pixels result in 0 for neighboring pixels found from previous iteration. After labeling all the connected pixels of that component, the pixel values which have already been labeled are changed to 0. The resulting image is subjected to same process of scanning and labeling. But labeling is done as 2, depicting them as pixels of second component. This procedure is done until no more pixels of value 1 are present. This concludes that all the pixels have been labeled.

Figure 2(b) shows the result of applying connected component analysis by scanning the connected pixel neighbors only in 4 directions. Figure 2(c) shows the same process done by examining neighbors in 8 directions. This causes the pixels labeled 2 and 3 to get merged as 2 as pixels in (3, 6) and (4, 7) are connected in this case diagonally.

For each connected component found, they are labeled with running count. The final value used for labeling, gives the count of the connected components found from the extracted license plate.

The labeled components are then enclosed by bounding boxes. The parameters of the bounding box which includes the co-ordinates of upper left corner, its height, width and area are also stored. Using the parameters of the boxes, they are cropped from the extracted license plate and are resized to a standard size of 24x42. Thus the characters are segmented and are stored for the next step.

### 3.4 Character Recognition

The purpose of this step is to recognize the segmented characters and to output the license plate information. This is done by matching the segmented character and templates stored in memory, using normalized cross correlation calculation.

Normalized cross correlation will result in higher values where the images are related and lower or negative values for images which are not related. Normalized cross correlation is calculated by:

\[
\frac{1}{n} \sum_{x,y} \frac{(f(x,y) - \bar{f})(t(x,y) - \bar{t})}{\sigma_f \sigma_t}
\]

Where, \( t(x,y) \) is the template image
- \( f(x,y) \) is the segmented character
- \( n \) is the number of pixels in \( t(x,y) \) and \( f(x,y) \)
- \( \sigma_f \) is the standard deviation of \( f \)
- \( \bar{f} \) is the average of \( f \).

During character recognition phase, for each segmented character, normalized cross correlation is calculated between the segmented character and all templates stored in the database. The template, with which the calculation results in maximum value, means that the template and the segmented character are closely related. So, it is marked as its matching template. Thus, the character gets recognized.

The numbers, characters which are to be recognized are stored in a database. But, storing only them cannot help in recognizing some anonymous and unimportant symbols present in the license plate. Those symbols are called non-characters. For recognizing such non-characters, those symbols should also be stored in database such that, the recognition of which should result in a null classifier.

Thus this character recognition phase helps in recognizing all the characters segmented, irrespective of their font style and language.

### 4. Experimental Results

The performance was tested using 30 images and the efficiency is analyzed for each step of the process. The test images include Indian vehicles and foreign vehicles. The analysis is shown in Table 1.

In the images, license plates were detected by detecting the edges by Sobel edge detection followed by certain morphological operations to remove smaller edges detected other than that of license plate. The analysis shows that the images taken in real time, when passed on as input to this step resulted in an image with only the extracted license plate. For 30 test images, the license plate extraction phase succeeded in extracting license plates.

<table>
<thead>
<tr>
<th>PROCESS</th>
<th>TOTAL IMAGES TESTED</th>
<th>SUCCESS</th>
<th>FAILED</th>
<th>SUCCESS RATE (%)</th>
<th>CUMULATIVE SUCCESS RATE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LICENSE PLATE EXTRACTION</td>
<td>30</td>
<td>28</td>
<td>2</td>
<td>93.33</td>
<td>93.33</td>
</tr>
<tr>
<td>CHARACTER SEGMENTATION</td>
<td>28</td>
<td>26</td>
<td>2</td>
<td>92.85</td>
<td>86.67</td>
</tr>
<tr>
<td>CHARACTER RECOGNITION</td>
<td>26</td>
<td>25</td>
<td>1</td>
<td>96.15</td>
<td>83.33</td>
</tr>
</tbody>
</table>
from 28 images, leading to 93.33% efficiency. The license plate detection failed in cases only where the pictures were taken from distance and images were of lower quality as they cause the system to fail in detecting edges accurately.

The segmentation of characters in license plate was done by connected component analysis and labeling them, followed by cropping the components labeled. This step uses the image with the extracted license plate as input and resulted with the segmented characters as output, after connected component analysis. 28 images succeeded in previous step were passed to character segmentation phase. Segmentation of characters was successful for 26 images. This phase failed only in cases where the characters were so close to the neighboring characters, making it not to be segmented clearly and incorrect labeling of two characters into a single one, as they are so close.

Segmented characters were then recognized by template matching in the next phase. This was done by calculating normalized cross correlation between the segmented character and each template stored. This is done for each segmented character. The template with which the calculation resulted in a maximum value of normalized cross correlation was recognized as the matching character. The segmented characters resulted from previous phase were passed to this step and the outcomes were the recognized character for each segmented character found after template matching. Character recognition failed only in cases where segmentation of characters as individual ones had failed. Thus the system achieved an overall success rate of 83.3%.

5. Conclusion

Automated License Plate Recognition system helps to retrieve the license plate information of a vehicle from an image acquired from a video using hardware sensors. License plates are extracted by detecting edges using Sobel edge detection technique and subjecting the result to morphological operations followed by connected component analysis to segment the characters. Those characters are then recognized by template matching using normalized correlation measure, with a higher efficiency. The system can be enhanced to recognize bent license plates and license plates with broken characters.
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