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Abstract

Objectives: A swift growth of awareness in biometric based applications can be currently seen in the world. It includes different approaches to solve problems at hand. Methods: In this paper, Rough set with different classifiers are discussed to improve the performance of biometric system based authentication. This paper presents software systems based on rough sets comparing performance evaluation with different classifier techniques, fusion methods, filtering techniques and it provide sophisticated graphical environment. The decision fusion approach of multi modal biometric authentication gives the excellent performance in security system. Findings: A special place among different extensions is taken by the loom that replaces imperceptible relation. In the point of many simplification techniques, variant and extension of rough sets in a consistent appearance of the theory and implementation methodology is in place. This paper is meant to fulfil the specified necessitates and various challenges available in multimodal biometric authentication systems. Applications: This is used in National Secure the borders, Organizational/Enterprise, Identity and access management, Personal, Preventing impersonation (ID theft).

Keywords: Classifier, Feature Extraction PSO, Median Filter, PCA, Rough Sets

1. Introduction

A biometric verification system is related to automatic recognition of human being, that identifies a person by deciding the validity by, either or both physiological, behavioural feature i.e. Biometric which possessed by that person. Multibiometric is a moderately new approach to biometric knowledge illustration that strives to conquer the problems by fusing the indication presented by multi-biometric inputs. In multibiometric system the following terms such as template requirements, processing time, and computing difficulty are restricted. The main flourishing of multibiometric system is in a most favourable combination proposal, which is needed to merge the details of data offered by multiple domain specialists. The aim of fusion is to conclude the optimum set of practised in a certain problem oriented domain and work out a corresponding task that can optimally merge the conclusions done by the individual specialists.

This research work provides the application of Fusion at the Matching Score Level. Here three separate unimodal biometric systems are used as virtual input and discuss its efficiency The techniques used as utilization of Principal Component Analysis (PCA) for Feature extraction, Median Filter as Preprocessing, Various clustering techniques like Fuzzy, SVM, Sparse, Neuro-Fuzzy, Rough-Set are used. PSO based Fusion technique is used in the Matching Score Level.
The Three traits used in our system are shown in the above Figure 1a. In this research will focal point in terms used are FAR, FRR, recognition rates, Error Rates (EER), and response times explained in Section 5. The last section gives the information related to discussion and conclusion.

1.1 Features of a Biometric System
The most important of this paper is to enhance the detection presentation of a multi-biometric authentication system by incorporating multiple biometric inputs. Usually, the performance of a biometric system is expressed by some parameters. The system is used to reduce the following two error rates.

False Acceptance Rate (FAR): is defined as possibility of a fake being allowed as a real personality. It is computed as the small part of fake score surpassing the threshold value.

False Rejection Rate (FRR): is defined as the possibility of an actual personality being discarded as a fake. A little amount of FRR typically leads to a tubby FAR, although a little FAR typically involves a higher FRR. Normally, the modal requirements are indicated by using the terms of FAR. If there is a zero of FAR, that means there is no fake data's are acknowledged as an actual personality. In Genuine Accept Rate (GAR), is used to compute the performance of an authentication system. It is calculated as the small parts of genuine achieve surpassing the threshold value GAR = 1 - FRR.

Figure 1b and 1c shows the fusion unit to enhance the identification performance and Figure 1d shows the Architecture of generic biometric system.

2. Proposed Work
2.1 Preprocessing
For noise removing in a nonlinear digital filtering technique as median filter is used, frequently used to remove noise by using Median filtering. Its broadly used because of it protects edges while eliminating noise. The median filtering technique is shown in the Figure 2.
The goal and steps of the median filter as follow,

- It center pixel is replaced by the value of the median of the intensity significances in the neighborhood of that pixel.
- For a non-linear operation Median filtering is often used in image processing which reduce “salt and pepper” noise. A median filter aim is to concurrently decrease noise and protect edges.
- Median filters are mostly efficient for existence of impulse noise, also called ‘salt – and – pepper’ noise due to its manifestation in terms of white and black dot lay over on the image.
- For every pixel encountered 3x3 as center is judged. The median value is replaced in the center value pixel using median filter.

3. Feature Extraction

3.1 Principal Component Analysis (PCA)

PCA is an n-dimensional data analysis algebraic method. Eigenimage method has a dense depiction, an image of biometrics like face; iris and fingerprint can be quickly characterized by using few components with the trait vector. For extracting features in an effective way PCA is used in this research. The steps followed in this algorithm as follow:

- Read the images
- Calculation of mean
- Subtracting the mean from the data
- Covariance for this difference is calculated
- Eigen vectors, values are calculated for this covariance
- The Eigen values are sorted in descending order
- Only most significant information is considered.

Eigenimage performance for the iris sub images available in the virtual database input. Set of training input images are given in the starting time in the template. From this Eigenvalue and Eigenvectors are to be calculated. Then the covariance matrixes found from these images are utilized in appropriate algorithms. From the eigenvectors (Eigenimages) that are created, in these steps, need to choose a subset of the highest eigenvalues. For the elevated eigenvalue, the enhanced features of a virtual images eigenvectors are illustrates. For Eigenimage having small eigenvalues are to be rejected in computation. These can explains for a few amount of performance features of the input image. Either an AR (Acceptance Rate) or RR (Rejection Rate) can be computed using their threshold value. For the remaining procedures are based on the threshold value match.

4. Classifier

Clustering means finding similarities in data and putting similar data into groups. Here Fuzzy C means Clustering is used. The demerits and restrictions of unimodal system can be reduced by this research work. Instead of using a classifier to conclude the performance of evaluation, in this research work multi-classifiers used to identify individual’s score. The different classifiers used in this research work as follow,

- Fuzzy
- SVM
- Sparse
- Neuro-Fuzzy
- RoughSet Fuzzy

4.1 Fuzzy

It’s a data clustering algorithm in which each data point is associated with a cluster. An object can belongs any number of clusters but to different membership degrees. The steps used as follow,

- The number of clusters is initialized
- The partition matrix U is initialized rc x N
- The cluster centers are calculated by \( C_i^* = \frac{(\sum_{k=1}^{N}(u_{ik})^m X_k)}{(\sum_{i=1}^{rc}(u_{ik})^m)} \)
- The Euclidean distance is calculated between the data and cluster centers \( d_{ik} \)
- The membership function is calculated by \( \mu_{ik}^* = \frac{1}{(\sum_{i=1}^{rc}(d_{ik}/d_{ij})^{2/(m-1)})} \)
- Based on the new membership value and cluster centers the data is clustered.

4.2 SVM

Support Vector Machine Algorithm is an efficient classifier to analyse the performance of the individual inputs. The Steps involved as follow;

- First prefer a kernel task of condition
- Prefer a assessment for C
- work out quadratic programming problem (there are numerous software packages are existing)
- Then create the Discriminant function by using support vectors .
4.3 Sparse
Sparse method makes use of this detail by means of a matrix. There is a set of nonzero parts and its corresponding location as specified by row and column inside the matrix. Sparse method of clustering is additional proficient, if there are sufficient zero-part functions in the opaque form is give additional time need to locate and work on matrix parts in the sparse appearance meaningful.

4.4 Neuro-Fuzzy
A hybrid neural net computationally identical to Sugeno-type fuzzy reasoning. Where,
\( F_n \) - Arranged set of neurons with size of \( n \times 1 \), as an input field element.
\( F_m \) - Output field element.
An arranged set of neurons with size of \( m \times 1 \) is to be used as neuro-fuzzy input vector, \( \vec{I} \in \mathbb{R}^n \), which is match ups to input of neuron \( i \) from the input elements.
\( F_x \) - Fuzzy output vector, \( \vec{I} \in \mathbb{R}^m \), which is related to the output function of neuron \( i \) in the output element.
\( F_y \), \( A^k \) - The association function.
\( L^k \) - Set of learned association
\( f^k : \mathbb{R}^* \mathbb{R}^m \) - Activation function of Neuron.

4.5 RoughSet Fuzzy
The ultimate aim of the rough set based clustering method is to select a smallest amount of attribute subset. That has a similar spirit of power in the complete attribute set. The dependency is dependent upon the selection of attributes. Generally twice prior troubles are occurring while creating feature selection based clustering algorithm. These are described as follow,
- How to estimate the elected attributes.
- How to find for a high-quality attribute subsets.

In this research work used dependence function can be introduced to evaluate the goodness of selected features.

4.6 Matching Score Level Fusion
All the input scores are mingled in matching score stage by using PSO technique. In this, the virtual test images corresponds to the Eigen space, and compute the space of the position related to the unknown image eigenspace and the template image position from the eigenspace).
- For fusion PSO is used in this research work.

Input: Initialize the algorithm parameters (\( c1, c2, w, \) vmin, Swarm_Size, Max_Iter, r1, r2).
Output: The optimization having the highest fitness by using PSO.

- **Step 1**: Randomly generate the initial particles and velocities to construct a swarm.
- **Step 2**: Compute the fitness gathering of individual components.
- **Step 3**: From the position of the particles to decide the position like, update the particles to shows this fact.
- **Step 4**: Find the best particle of the swarm. Update the positions of the particles by using the above steps (1) and (2).
- **Step 5**: If there is upper limit of repetitions go beyond the optimum, then proceed the step 6 or else proceed the Step 2.
- **Step 6**: Facsimile the optimum value and exit.

5. Results and Discussions

5.1 Processed Experimental Data
In this work have used a true database which contains three unimodal databases for face, iris, and finger print respectively.
In this research work virtual database are used for training dataset. For iris verification/ identification databases and some private licensed databases like IIT’s databases are accessible for testing. Among that Nist ice database is the prime general database are available.

5.2 Results
In this research various classification techniques have compared in terms of FAR and GAR. The results are shown by the Recognised output Figure 3d and graph Figure 3h, it is clear that rough set performance better than previous methods.

The Output Response of Face, iris and finger print are shown in Figure 3e, Figure 3f Figure 3g respectively. In biometric authentication method primarily general parameters used for evaluating system performance includes the False Acceptance Rate (FAR), this is a levy of the number of possible impostors shown by the Figure 3h.

These two factors are normally represented in the graphical manner like - single curve as the Receiver Operating Characteristic (ROC). Figure 3i shows the acquired ROC curve of the proposed system.
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Figure 3. (a) Databases of Face, (b) Databases of iris (c) Databases of fingerprint (d) Recognized Output (e) Output Response of Face (f) Output Response of Iris (g) Output Response of Finger print (h) Output performance of multimodal fusion (i) ROC curve for different Classifier Methods.

5.3 Accuracy
The proper verification should be done, when using biometric system compare to existing methodology. The foremost factor which affects the performance of biometric systems is improper biometric input data. It's occurs when a noisy fingerprint input image captured, which contains smear, remaining deposits, etc. In addition that unclear iris image due to out of focus and lighting.

In this research work, it's avoided by using tested virtual data base as for iris UBIRIS data base is used. From the figure getting images/impressions of a user’s finger. If the images ridge details are worn-out then noise present in acquired input data. This is happen because of faulty or improper sensor units. These are the factors affecting face, fingerprint and iris images. This leads to reduce the recognition accuracy of biometric system. Biometrics input is high sensitive to quality of input and the strident data can leads to variation of GAR of biometric system.

Biometric traits for enrollment and identification are to be use in the universal. The basic conditions for a biometrics are, all the biometric traits are not really same. The NIST has presents that it is not possible to obtain a fine quality fingerprint from around 2% of the population (people with hand related to hand using labors which contains cuts and bruises on their fingertips, and people with very oily or dry fingers) 22. It’s very difficult to enroll such persons. Similarly, people have lengthy eyelashes and those pains from eye abnormality or diseases like glaucoma, cataract, aniridia, and nystagmus, from that getting a good quality iris image is difficult. Non-universality leads to high FTER and FTCR in a biometric system 23.

For face, Olivetti Research Lab Database is used, which is containing 49 images of 7 for every 7 different subjects. For Iris UBIRIS data base is used. For finger print - DB1: “V300” is used, it's collected by using the optical sensor technologies 24, 25. These databases are giving an accurate response it's being tested and accepted virtual databases from IIT Delhi and other labs.

5.4 Security Analysis
The biometric based security systems in tenures of the min-entropy of the helper data. Min-entropy of a random variable A is need as $H_1(A) = \log \left( \max_a P(A = a) \right)$: (5.5). Note that all the logarithms in this section are of base 2. If the obscurity in guessing is considered as A. Now consider a pair of random variables A and B. In entropy of A given B as,

$$H_1(A|B) = \log \left( \max_a P(A = a|B) \right)$$

and the average min-entropy of A given B as,

$$H_1(A) = \log \left( \max B \mathbb{E}_{B \sim B} \left[ \max_a P(A = a|B) \right] \right)$$

In this research work scrutinizes the security using roughest Algorithm. By the usage of PSO fusion techniques to reduce the training and reorganization time.

6. Conclusion

This research work is specifically focused on considerate the multipart mechanisms employ to find a high-quality by combining of multibiometric features and various clustering methods to get the optimal verification outcome. In this research present a comparison between various clustering, used in multimodal biometric based system performance and variations of the results obtained in different stages of applying PSO based fusion. For instance, the virtual databases used in these methods demonstrated enhanced identification presentation, although the preparation time was slightly privileged than that of the eigenimage technique.
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