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Abstract
Objectives: In this paper, a simple and flexible partition algorithm has been proposed to mine frequent data item sets. This partition algorithm is different from other frequent pattern mining algorithm like Apriori algorithm, AprioriAllHybrid algorithm etc. Method: Partition algorithm concept has been proposed to increase the execution speed with minimum cost. Initially only for one time the database is scanned and separate partitions will be created for each sets of itemsets, which is 1-itemset, 2-itemsets, 3-itemsets etc. Findings: The scanning of whole database is not necessary to get the count of an itemset, it is enough to get the count of each data itemsets from its partition. This partition algorithm approach is implemented and evaluated against AprioriAllHybrid and Apriori algorithm. The candidate itemsets generated at each step is reduced and the scanning time is also reduced. The proposed methodology performance is significantly better than other algorithms and it promotes the faster execution time for mining frequent patterns. Applications: This proposed algorithm is used in areas like retail sales, production, universities, finance, banking systems and for business to plan and estimate the future values.

Keywords: AprioriAllHybrid, Apriori Algorithm, Data Mining, Frequent Pattern Mining, Partition

1. Introduction

In recent years, one of the most challenging research areas of data mining is how to effectively find the frequent item sets present in the data warehouse or from massive datasets. Data Mining is the most valuable and widely used process for the exploration and analysis of large quantity of data to acquire valid, novel, potentially useful and intelligent patterns hidden in database. Several algorithms are there for finding a sequential pattern from massive datasets. Apriori algorithm is the most standard algorithm for mining association rule and for finding frequent patterns from huge datasets, needs the database to be scanned for multiple passes. Many algorithms have been proposed to mine the frequent patterns from large database. In this paper, a new efficient partition algorithm have been proposed, the basic idea is to identifying and projecting the frequent itemsets from large database in an efficient manner.

By having separate partitions for 1-itemsets, 2-itemsets, 3-itemsets, 4-itemsets etc., from the partition of those particular itemsets, get the number of occurrences of each itemsets, instead of from scanning the database D. The execution speed is decreased and the performance is increased. The proposed Partition algorithm is compared with Apriori and AprioriAllHybrid algorithm. All these algorithms are implemented using PL/SQL in Oracle Database and the performance is evaluated using execution time. Compared with other algorithm, partition algorithm is the fastest algorithm for discovering frequent itemsets or patterns.

2. Apriori Algorithm

Apriori algorithm uses previous information of properties of the frequent itemset to find the itemsets which is
occuring frequently. Here, n-itemsets are used to get (n+1)-itemsets. To form the set of frequent 1-item set, scan the database for the occurrences of each item and collecting those items that satisfies the minimum support count. The resulting frequent 1-itemset is used to find frequent 2-itemset, the set of frequent 2-itemsets, is used to find frequent 3-itemset, and so on, until no more frequent n-itemsets can be found. Joining and pruning are the two steps to discover frequent itemsets. In join, the candidate k-itemsets \( C_k \), are generated by joining frequent (k-1) itemsets with frequent k-1 itemsets. In Pruning, for obtaining the number of candidate in \( C_k \), the database is scanned, the candidates whose count greater than or equal to the \( \text{min_sup} \) count are frequent and therefore belong to \( L_k \). Using Apriori property the number of candidate K itemsets are reduced. Strong rules are a rule which satisfies both a minimum confidence threshold and minimum support threshold (\( \text{min_conf} \)).

In this method, large numbers of candidate itemsets are generated and increase in records in the database results in too many I/O spending. To mine the frequent item sets many updated Apriori algorithm have been derived.

### 3. AprioriAllHybrid Algorithm

The main features of AprioriAllHybrid algorithm are to efficiently discover all frequent patterns which satisfy the minimum support count. Let the items with set of unique attributes be \( I = \{i_1,i_2,...,i_n\} \). Assume that all items in an itemset are occurring at the same time. An itemset is denoted as \( \{i_1,i_2,...,i_n\} \), where \( i_1 \) is an item. An itemset with \( n \) items are called \( n \)-itemset. A sequence \( a \) is denoted as \( (a_1\rightarrow a_2\rightarrow ...\rightarrow a_q) \), where the sequence element \( a_i \) is an itemset. A sequence with \( n \) items is called \( an \)-sequence. For example, \( (X\rightarrow YZ) \) is a 3-sequence. In an itemset, an item can occur only once, but different itemsets of a sequence, multiple times it can occur.

A sequence \( a = (a_1\rightarrow a_2\rightarrow ...\rightarrow a_n) \) is a subsequence of another sequence \( b = (b_1\rightarrow b_2\rightarrow ...\rightarrow b_q) \), denoted as \( a \sqsubseteq b \), if there exist integers such that \( a_i \sqsubseteq b_i \) for all \( a \). The sequence \( (X\rightarrow YZ) \) is a subsequence of \( (YX\rightarrow W\rightarrow YZV) \), the element sequence \( X\rightarrow YX \) and \( YZ\rightarrow YZV \). The sequence \( (Y\rightarrow W) \) is not a subsequence of \( (YXW) \) and vice-versa. A sequence \( a \) is a proper subsequence of \( q \), denoted as \( a \sqsubset b \), if \( a \sqsubseteq b \) and \( a \neq b \). A transaction contains a set of items \( I \). Let the transaction list be \( \{T_1, T_2, ..., T_n\} \). The database contains large number of transaction. A sequence is said to contain a sequence \( a \), if \( a \sqsubseteq b \) i.e., \( a \) is a subsequence of the customer sequence \( S \).

The support of a sequence \( S \), denoted as \( \sigma (a) \), is the total number of transactions that contains this sequence. With the minimum support, if a sequence occurs more than the minimum support times, then that sequence is appear to be frequent. \( F_k \) is denoted as the set of frequent k-sequences. The original database \( D \) is read only for one time and then a new temporary database \( D' \) is generated for the next iterations. Find the candidate 2 itemsets sequence using temporary database \( D' \), after completing the first iteration. Till then there is no candidate sequence or size of the temporary database becomes empty find the candidate k-itemset sequences. At this stage, both database size and number of candidate sequences generated were reduced with reduction in time complexity. For finding the candidate sequences, before beginning of the pass one, use set \( C_k \). This algorithm has been applied in Cross Selling and Library transaction.

When this AprioriAllHybrid algorithm is used in the cross-selling environment, it helps the seller to know whether a particular item will sell out or not. These findings help to improve customer satisfaction and profit of sales. In Library transaction, it helps the librarian to find the frequently accessed books so that better services will be provided to the users by availing more number of copies of that book. When compared with Apriori algorithm, AprioriAllHybrid is two times faster than Apriori algorithm for large volumes of data, and have better performance because, multiple passes over the original databases is reduced and total number of candidate sequences generated at each stage is decreased.

### 4. Partition Algorithm

Partition is a way to split tables, indexes, and index-organized tables into smaller pieces called partitions which enables the database objects to be managed and accessed at a finer level of granularity. Each partition is known by its specific name and has its own characteristics such as its storage and index. Partitioning is important, when the table size is greater than 2 giga bytes, tables contain historical data and the contents of a table need to be distributed across different types of storage devices. It is time efficient because it allows the maintenance and failure operation on a particular partition to be carried out on selected partitions while other partitions are available to users so that it improves the performance of operation. Many algorithms are there to mine frequent itemsets.

A partition concept has been proposed to increase the
execution speed with minimum cost. For each itemset, that is one itemset 2-itemsets, 3-itemsets etc., a separate partition will be created during data insertion in to the table. Initially, frequent 1-itemsets is created by looking over the database and get the numbers of existences of each item from the partition of those particular items using the pointer, then that items sustaining the minimum support will be contained within the frequent 1-itemsets. To find the, frequent K itemsets in the available datasets, it is not required to scan the full database; it is ample to acquire the count of each data itemsets from its partition.

Table 1. Transaction database for partition algorithm.

<table>
<thead>
<tr>
<th>TID</th>
<th>List of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>I1,I2,I4</td>
</tr>
<tr>
<td>T2</td>
<td>I1,I4</td>
</tr>
<tr>
<td>T3</td>
<td>I3,I4</td>
</tr>
<tr>
<td>T4</td>
<td>I1,I2,I5</td>
</tr>
<tr>
<td>T5</td>
<td>I2,I4</td>
</tr>
<tr>
<td>T6</td>
<td>I1,I3,I2</td>
</tr>
<tr>
<td>T7</td>
<td>I1,I2,I5,I3</td>
</tr>
<tr>
<td>T8</td>
<td>I1,I3,I5</td>
</tr>
</tbody>
</table>

To find the count of each candidate in \( C_1 \), the partition of each itemsets will be checked and the count which is not less than minimum support count is frequent and belongs to \( L_2 \). Then apply apriori property for reducing the size of the candidate k itemsets. Consider the Database, with eight transactions, here partitioning concept has been applied to store and retrieve the data from the database. Huge and different types of partitioning techniques are available; they are range, hash and list. The range partitioning has been used to increase the performance when mining the frequent patterns in the database. Ranges are always defined as an excluding upper boundary of a partition.

Table 1 shows a transaction database for partition algorithm and it contains 8 transactions. In this table, transaction T1 contains I1,I2,I3 and transaction T2 contains I2, I4 and so on. From the candidate 1 itemsets produce the frequency 1 itemsets by computing the number of existences of the data items directly from the partition instead of scanning the whole database. The min_support is taken as 2. Candidate 1 itemset which is satisfying the minimum support count will be included in frequent 1 itemset. The following Figure 1 shows, the generation of frequent 1 itemsets and frequent 1 itemsets.

The candidate 2 itemsets are generated by joining frequent 1 itemset with frequent 1 itemset and check whether the subset of the frequent itemsets are also frequent.

In frequent 1 itemset all the items have been involved and there is no need to have pruning. For computing the support count, instead of look over the whole database, it is enough to get the count from the appropriate partition. The frequent 2 itemsets are formed from candidate 2 itemsets which is satisfying the minimum support count.

![Figure 1. Generation of frequent 1-itemset using partition algorithm.](image)

The Figure 2 shows the generation of frequent 2 itemsets using partition. Finally, 8, frequent 2 itemsets have been generated, and this 8, frequent 2 itemsets are used to generate the candidate 3 itemsets.

By joining \( L_2 \) by itself the candidate 3 itemsets are generated and find whether the subset of the frequent itemsets are also frequent, only the itemsets \{I1,I2,I4\}, \{I1 ,I2,I5\}, \{I1,I2,I3\} and \{I1,I3,I5\} have been included for the next step that is considered as candidate 3 itemsets since subsets of these itemsets are also a frequent itemset. The remaining itemsets have been removed because whose subsets are not frequent one.

For calculating the support count, instead of scanning the whole database, it is enough to get the count from the appropriate partition. The candidate 3 itemsets which is satisfying the minimum support count will be included in the frequent 3 itemsets. The following Figure 3 shows the generation of frequent 3 itemsets using partition.

Table can be partitioned into smaller units using Partitioning techniques. SQL commands in oracle are used for managing partitioned tables, and that comprises including new partitions, breaking, combining, pruning and swapping partitions. Finally, 3 frequent 3 itemsets are generated, and these three frequent 3 itemsets are used to generate the candidate 4 itemsets.
The candidate 4 itemsets are generated by joining $L_3$ by itself and check whether the subset of the frequent itemsets are also frequent, only the itemsets $\{I1, I2, I3, I5\}$ have been included for the next step that is considered as candidate 4 itemsets since whose subset is also a frequent itemset.

Get the count directly from the appropriate rom the partition, instead of scanning the whole database. Here, the support count is 1, which is less than minimum support, so, $L_4 = \emptyset$ and algorithm terminates.

With the frequent 3 itemsets, association rule is applied which shows the association between the data items. Instead of searching the whole database $D$, the itemsets can be directly taken from the corresponding partitions. So, the efficiency and performance of the algorithm has been increased for mining the frequent itemsets from large amount of datasets.

The candidate 4 itemsets are generated by joining $L_3$ by itself and check whether the subset of the frequent itemsets are also frequent, only the itemsets $\{I1, I2, I3, I5\}$ have been included for the next step that is considered as candidate 4 itemsets since whose subset is also a frequent itemset.

Get the count directly from the appropriate rom the partition, instead of scanning the whole database. Here, the support count is 1, which is less than minimum support, so, $L_4 = \emptyset$ and algorithm terminates.

With the frequent 3 itemsets, association rule is applied which shows the association between the data items. Instead of searching the whole database $D$, the itemsets can be directly taken from the corresponding partitions. So, the efficiency and performance of the algorithm has been increased for mining the frequent itemsets from large amount of datasets.

### 5. Comparison of Algorithms

Apriori algorithm, AprioriAllHybrid algorithm and Partition algorithm have been compared and evaluated by using PL/SQL in Oracle Database. The algorithms are compared with different sets of records like 30000, 20000 and 10000. Many algorithms have been compared to mine the frequent patterns from large database. For 30000 records, Apriori algorithm takes 264 minutes, AprioriAllHybrid takes 135 min and partition algorithm takes 19 minutes only. For 20000 records, Apriori algorithm has taken 178 minutes, AprioriAllHybrid algorithm taken 82 minutes and Partition algorithm has taken 13 minutes.

For 10000 records, Apriori algorithm takes 86 minutes, AprioriAllHybrid algorithm takes 41 minutes and Partition algorithm takes 6 minutes. This performance evaluation is shown in the Table 2. From the above Table 2, depends on the number of candidate generation and scanning time of the database, the execution time of the algorithm to find sequential pattern is calculated. With the increase in customer transactions in the database there will be increase in the execution time.

### Table 2. Performance evaluation of Apriori, AprioriAllHybrid and Partition Algorithm.

<table>
<thead>
<tr>
<th>S. No</th>
<th>ALGORITHMS</th>
<th>TOTAL NO OF RECORDS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>30000</td>
</tr>
<tr>
<td>1</td>
<td>Apriori</td>
<td>264 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20000</td>
</tr>
<tr>
<td>2</td>
<td>AprioriAllHybrid</td>
<td>135 mins</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10000</td>
</tr>
<tr>
<td>3</td>
<td>Partition</td>
<td>19 mins</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>178 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>82 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>41 min</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6 min</td>
</tr>
</tbody>
</table>
The partition algorithm is faster than any other algorithm like AprioriAllHybrid and Apriori Algorithm. Partition algorithm can reduce scheduled downtime and gains the performance, manageability and availability, because it allows the maintenance and failure operation on a particular partition to be carried out on selected partitions while other partitions are available to users so that it improves the performance of operation.

Figure 4. Performance graph of Apriori, AprioriAllHybrid and Partition algorithm.

Partition algorithm works very much faster for all datasets that ranges from gigabytes to terabytes. Table 2, specifies that, by having less execution time for discovering the frequent itemsets and association rule among the massive datasets, partition algorithm has performed powerfully and efficiently. The algorithms performance has shown in graphical representation in the Figure 4.

6. Conclusion

Apriori algorithm, AprioriAllHybrid and Partition algorithm have employed for large amount of data sets and the results are compared. To find the frequent patterns available in the massive database, Apriori algorithm is used. The disadvantage of this method is, the large number of candidates has been generated and scan time have increased because, for each time whole database have to be scanned. In AprioriAllHybrid algorithm, original database D is read only once, afterwards new temporary intermediate database is created at each step of iteration, as a result database size is reduced and no. of candidate sequences generated is also reduced.

The AprioriAllHybrid takes more execution time for finding frequent itemsets in giga or terabytes of data. To handle large amount of datasets more efficiently, partition algorithm concept has been included. In partition algorithm, separate partitions will be created for each 1 itemsets, 2 itemsets, 3 itemsets etc. so that the control will be directed to the appropriate partitions instead of scanning the entire database. Finally, the scan time is decreased and as a result performance is increased. Massive experimentation work was performed for evaluating and comparing Apriori, AprioriAllHybrid and Partition algorithms. The proposed partition algorithm approach consistently performs well than rest of the algorithm and will support many future researches in many ways.

7. Future Work

The proposed partition algorithm in this paper can be further improved in different perspectives. The future enhancements will focus on, the algorithm takes only table as input, which contains only text, and this can be improved by allowing any type of inputs. Association rule generated can be effectively optimized using GA or some other techniques, by producing strong association rules. Thus the algorithm can be enhanced in different perspective, which helps to improve the performance of the algorithm. By incorporating all the mentioned augmentations in the proposed system, an efficient, effective and intelligent method for mining frequent patterns can be developed.
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