Abstract

The Requirement Engineering is the most important phase of the software development life cycle which is used to translate the imprecise, incomplete needs and wishes of the potential users of software into complete, precise and formal specifications. These specifications can be decomposed on application of a data mining techniques, clustering. The process of clustering the requirements allows reducing the cost of software development and maintenance. In this research two most frequently used algorithms in clustering namely k means and fuzzy c means are used. The output generated is then analyzed for evaluating the performance of the two clustering algorithms. The requirements specified by the different stakeholders of the library are used as the input. The data mining tool WEKA was used for clustering. The clustering algorithms were then analyzed for accuracy and performance. On analysis the fuzzy c means algorithm was found to be more suitable for clustering of library requirements. The results proved to be satisfactory.
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1. Introduction

Requirement engineering activities include elicitation, analysis and validation, and documentation of the collected requirements. Those finally collected requirements are entered in the Software Requirement Specification (SRS). These tasks individually contribute to the overall quality of the software. The ability of the requirement engineers in eliciting the requirements mainly depends upon the stakeholder's participation. Web based elicitation techniques such as forums, wikis and online survey are used now to elicit the requirements from a large number of stakeholders1,2. During the requirement elicitation, significant effort is needed in discovering and understanding the requirements from large number of stakeholders. As the knowledge of the stakeholders vary to a different extent care should be taken in choosing the elicitation methods while collecting the requirements. Some focus on a web-based toolset that helps requirements engineers identify project stakeholders, elicit product requirements and stakeholders’ preferences for these requirements by asking stakeholders to recommend other stakeholders, propose new requirements, and rate already submitted requirements3. Unfortunately, this huge effort did not translate. Careful evaluation of the requirements is necessary as redundant requirements may be entered into the SRS. So prediction of valid requirements is necessary. This task when related to very large projects, are in need of automated support. The problem is how to automatically and efficiently coordinate large numbers of stakeholders' requests, and to arrange the subsequent requirements into meaningful structures.

Collected requirements are later prioritized based on factors like cost value and weights assigned to stakeholders group. Relative cost and value of each requirement
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is taken into consideration while eliciting the requirements from the stakeholders and later the requirements are prioritized based on the cost value. Weights are also assigned to all stakeholders groups, by which we can compute the overall value of a requirement as the weighted sum of its value for each stakeholders group, and rank the set of requirements accordingly. Different variants of this approach are used in practice.

Clustering analysis as a data mining technique plays an important role in retrieving new pattern information. The information that is grouped in to clusters can later be further analyzed for any particular information. According to Guedalia et al. cluster analysis serves as the pre-processing techniques for all other data mining operations. Clustering groups data objects which are similar in certain characteristic. Upon clustering, each group will contain objects which are similar. Homogeneous stakeholders are identified and grouped together on applying clustering techniques. These grouped stakeholders are then input for requirements selection and prioritization. The choice of applying particular clustering technique depends on various factors such as the desired output, type of data and the size of the data set, available hardware and software.

2. Proposed WORK

The proposed work decomposes the library requirements based on the common characteristic shared by the requirements using clustering technique. Thus the requirements that are grouped in each clusters exhibit certain properties that can be used for further software modernization, requirements re-use and software requirement improvement. Fuzzy c means and k means algorithm are the techniques applied for requirement clustering in this research work. The work has been carried out in WEKA. The Waikato Environment for Knowledge Analysis (WEKA) 3.60 serves as an intelligent tool for data analysis and predictive modelling. WEKA was chosen for its wide collection of free analytical tools and data mining algorithms (Figure 1).

3. Materials and Methods

Requirements clustering techniques address the relationship between requirements. Requirements clusters contribute to requirements reuse.
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**Figure 1.** Proposed methodology for comparative analysis of clustering algorithm.

### 3.1 Data Preparation

The data set is taken from the UCI Machine Learning Repository which has a collection of number of datasets that is mostly used by the researchers of machine learning. The requirements specified by the stakeholders of the library are taken as the data set.

### 3.2 Fuzzy C Means Algorithm

Fuzzy C-Means (FCM) is a method of clustering which allows one piece of data to belong to two or more clusters. This method (developed by Dunn and improved by Bezdek) is frequently used in pattern recognition. It is based on minimization of the following objective function:

\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \| x_i - c_j \|^2, 1 \leq m < \infty
\]  

(1)

where \( m \) is any real number greater than 1, \( u_{ij} \) is the degree of membership of \( x_i \) in the cluster \( j \), \( x_i \) is the \( i \)th of \( d \)-dimensional measured data, \( c_j \) is the \( d \)-dimensional center of the cluster, and \( \| \cdot \| \) is any norm expressing the similarity between any measured data and the center. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership \( u_{ij} \) and the cluster centers \( c_j \) by:
This iteration will stop when, \( \max_{ij} \left\{ \left| \frac{u_{ij}^m}{u_{ij}^{m-1}} \right| \right\} < \varepsilon \)

where \( \varepsilon \) is a termination criterion between 0 and 1, whereas \( k \) is the iteration steps. This procedure converges to a local minimum or a saddle point of \( J_m \).

The algorithm is composed of the following steps:

1. Initialize \( U = [u_{ij}] \) matrix, \( U^{(0)} \)

2. At k-step: calculate the centers vectors \( C^{(k)} = [c_j] \) with \( U^{(k)} \)

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^m \cdot x_i}{\sum_{i=1}^{N} u_{ij}^m}
\]

3. Update \( U^{(k)} \), \( U^{(k+1)} \)

\[
u_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\|x_i - c_j\|^2}{\|x_i - c_k\|^2} \right)^2}
\]

4. If \( \left||U^{(k+1)} - U^{(k)}||<\varepsilon \right|\) then STOP; otherwise return to step 2.

### 3.3 K Means Algorithm

K-means (MacQueen, 1967) is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The procedure follows a simple and easy way to classify a given data set through a certain number of clusters (assume \( k \) clusters) fixed a priori. The main idea is to define \( k \) centroids, one for each cluster. These centroids should be placed in a cunning way because of different location causes different result. So, the better choice is to place them as much as possible far away from each other. The next step is to take each point belonging to a given data set and associate it to the nearest centroid. When no point is pending, the first step is completed and an early group age is done. At this point we need to re-calculate \( k \) new centroids as barycenters of the clusters resulting from the previous step. After we have these \( k \) new centroids, a new binding has to be done between the same data set points and the nearest new centroid. A loop has been generated. As a result of this loop we may notice that the \( k \) centroids change their location step by step until no more changes are done. In other words centroids do not move any more. Finally, this algorithm aims at minimizing an objective function, in this case a squared error function. The objective function:

\[
J = \sum_{j=1}^{k} \sum_{i=1}^{n} \|x_i^{(j)} - c_j\|^2
\]

where \( \|x_i^{(j)} - c_j\|^2 \) is a chosen distance measure between a data point \( x_i^{(j)} \) and the cluster centre \( c_j \), is an indicator of the distance of the \( n \) data points from their respective cluster centres.

The algorithm is composed of the following steps:

1. Place \( K \) points into the space represented by the objects that are being clustered. These points represent initial group centroids.
2. Assign each object to the group that has the closest centroid.
3. When all objects have been assigned, recalculate the positions of the \( K \) centroids.
4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into groups from which the metric to be minimized can be calculated.

### 4. Results and Discussion

The number of clusters is given by the user during the execution of the program. The output generates four clusters: cluster1, cluster2, cluster3 and cluster4. The cluster quality is evaluated using the number of clusters, execution time, \( f \) measure which is the combination of precision and recall ideas of information retrieval.

### Distribution of requirements data set among the clusters

<table>
<thead>
<tr>
<th>Clustering algorithm</th>
<th>Cluster1</th>
<th>Cluster2</th>
<th>Cluster3</th>
<th>Cluster4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy c means</td>
<td>201</td>
<td>145</td>
<td>225</td>
<td>223</td>
</tr>
<tr>
<td>K means</td>
<td>79</td>
<td>50</td>
<td>291</td>
<td>362</td>
</tr>
</tbody>
</table>
5. Conclusion and Future Scope

The proposed method groups the requirements using clustering method. After analysing both fuzzy c means and k means algorithm we conclude the following results. As the number of records increases the time execution of both the technique gets increased but the fuzzy c means performance is found to be better than the k means algorithm. The precision, recall and f measure values are more accurate on applying fuzzy c means compared to k means algorithm. The number of data points is evenly distributed in fuzzy c means algorithm. Fuzzy c means algorithm is efficient for larger data set and is well suited for requirement clustering. This work was intended in grouping the requirements where a large number of requirements are decomposed into small groups which can be easily analysed and further grouped. Future work may consider the stakeholders’ priorities during requirement elicitation and the requirement clustering performance using various other clustering techniques can be compared.
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